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STAR 63F Q-3 QUALIFICATION VIBRATION TEST

B. G. Johuson
Mortor Thiokol, Ine.
Strategic Operations

Brigham City, UT

INTRODUCTION

Morton Thiokol, Inc. recently completed qualification of the STAR 63F
space motor design. This is a 63-in. diameter, 10,156-1b solid rocket motor
for spacecraft insertion into a geostationary transfer orbit. The motor was
qualified for use in the Space Transportiation System {STS) and the Titan
(ELV) launch vehicles. Among other things, qualification of this design
required a rigorous sinusoidal and random vibration test which fully exer-~
cised the motor's structural capability. This was most evident following
the STAR 63F Q-3 motor vibration test where delaminations were found in the
motor's composite case and one of the redundant ignition propagation cords
(IPC) failed on the first attempt to fire the motor. Case delaminations
were determined by analysis to show positive margins and therefore to be
noncritical to the motor's operation. The motor was then successfully
static test fired using the second IPC.

The significance of the STAR 63F Q-3 vibration test is that it drove
the motor design to the threshold of its capability without causing motor
failure. Dynamic environments seldum drive the design of solid rocket
motors. This is an ideal condition for £f£inding the structural dynamic
capabilities of the system and is an informative benchmark in the relatively
new field of space motor design.

This paper documents the important structural features of the STAR 63F
motor design, the Q-3 vibration test procedure, and details of the motor
damage. It contains the simulated load response levels responsible for the
case delaminations and the predicted failure mode of the primary IPC. The
paper then discusses how the damage affected motor qualification and, most
importantly, the value of these test results relative to the future testing
of space motors.

SUMMARY AND CONCLUSION

The STAR 63F Q-3 vibration test was very rigorous. The test exercised
the case design close to the limit of its capability causing minor delami-
nations which were not critical to the operation of the motor. The test
also contributed to the failure of one of the two redundant ignition propa-
gation cords (IPC), which was corrected by a change in installation pro-
cedures., Successful operation of the Q-3 motor was still achieved using
the second IPC.

89107-2.1




This vibration test was beneficial because it identified an IPC in-
stallation problem that was not formerly known. The test also served as
an excellent indicacor of the case structural dynamic capabilities. Simu-~
lated load response levels on the aft polar boss of the motor that are
responsible for the case aft dome delaminations are listed in Table I.
Knowing the STAR 63F dynamic load capabilities at the aft polar boss and the
damage mode will be of great value in designing and testing future rocket
motors.,

Table I. Simulated STAR 63F Lateral Axis Vibration Testing
Aft Polar Boss Peak Load Response Levels

Axial Lateral Moment
(1b) (1b) (in.-1b)
Sinusoidal 3,970 5,270 184,000
Random 3,610 1,860 64,000

Knowing the severity of this test, there is some concern regarding the
necessity of the STAR 63F qualification vibration requirements. A slight
overtest is generally desirable during qualification testing. However, when
the test begins to drive the motor design, an overly conservative test could
be costly. The STAR 63F design did successfully endure this vibration test,
making it an excellent engineering evaluation test. In future solid rocket
space motor designs, it is recommended that the specified vibration test
requirements be given careful consideration to avoid a potentially costly
redesign to satisfy unnecessarily high requirements. On the other hand, if
the STAR 63F vibration test requirement was not excessive, then future space
motor designs desiring larger nozzles may face case design problems in the
aft dome polar boss region,

STAR 63 MOTOR STRUCTURAL DESIGN FEATURES

The STAR 63F motor is a solid propellant rocket motor for spacecraft
insertion into orbit. The motor is 63 in. in diameter and weights 10,156
pounds. A cross sectional view of the motor is shown in Figure 1 which
identifies many of the motor design features. The principle structural
design features of the motor are the case, nozzle and propellant. They will
be discussed separately in the following sections.




Aluminum Fwd Polar Boss ITE 3-D
Propellant Carbon/Carbon

TP-H1202
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Fwd Attach Ring Composite Case Skirts Aluminum
Kevlar®Epoxy Glass/EpPOXy afe Attach Ring
107.00 l

Figure 1. STAR 63F Motor Design Features

Case

The case is a thin-shelled, filament-wound, composite structure (Figure
2), 1Its primary function is to act as a pressure vessel for containing the
high internal pressures while burning. It is composed of Kevlar 49/VF-3299
fiber windings and semi-flex epoxy resin. The case is basically cylindrical
in shape with domes on each end. Seven layers of the Kevlar fibers wrap
cround the motor from the top of the forward dome to top of the aft dome.
These are known as the polar layers. They are wrapped in such a way that
the winding angle is 90 deg to the motor axis at the top of the domes and
11,5 deg across the cylinder. These 7 polar layers are the only fiber
windings in the case domes. The cylindrical portion of the motor also has
23 hoop plies of the Kevlar fiber intermingled with the polar layers. When
the case is wound, the fibers are dressed with the epoxy resin which bonds
the fibers together resisting interlaminar shear stresses. Skirts have been
placed on the forward and aft end of the case for structural interfacing
with the motor. They are short extensions of the case cylinder composed of
S-2 glass hoop and E-341 glass cloth layers with UF-3298 rigid epoxy. The
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Figure 2. STAR 63F Case Design

skirts are wrapped separate from the rressure vessel and then bonded on with
a thin V-45 rubber shear ply. Other parts of the case incude the aluminum
attach rings bolted and riveted to the ends of each skir!, an aluminum boss
and forward closure bonded to the opening at the top of the forward dome and

an aluminum boss bonded to the opening in the aft dome for attaching the
nozzle.

Nozzle

The STAR 63F motor features a particularly large one-piece nozzle for
increased performance (Figure 3). It is a stationary nozzle design
(nonvectoring) that attaches to the motor via the case aft boss. The exit
cone portion of the nozzle has a thick, carbon cloth, phenolic, inner layer
which provides abrasion resistance and thermo protection. This layer also
provides some strength and stiffness for the exit cone. Then there is a
thin, glass, epoxy, outer layer which provides the majority of the struc-
tural capability of the exit cone. The throat region of the nozzle is
composed of a variety of materials (aluminum, steel, EPDM-CF, carbon cloth

phenolic and 3-D carbon/carbon) which are bonded, bolted, or threaded
together,
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enolic Graphite Epoxy
15,68 deg
Indicates Ply Direction
Figure 3. STAR 63F Nozzle Design
Propellant

The STAR 63F motor uses a TP-H1202 propellant which is cast in the case
as shown in Figure 1. When cured, the propellant is a flexible rubbery
solid. Even though the propellant is soft, it is extremely important
structurally because of its large volume. It is also a highly damped
material which greatly attenuates the structural dynamic response of the
motor,

VIBRATION TEST

The vibration test was conducted to gqualify the motor design for launch
vibration environments. Sinusoidal and random vibration testing was re-~
quired in both the thrust and lateral axes of the motor. Test configuration,
instrumentation, and criteria are all outlined in the following sections (1),

Test Coniiguration

The STAR 63F vibration test was designed to exercise the motor in a
fixed forward skirt/free aft skirt condition. This was done by installing
the motor in a nozzle-up configuration on a vibration fixture with the
forward skirt securely bolted to the fixture., The fixture with the motor
was then driven by two Ling Electro Dynamic Shakers as shown in Figures 4
and 5 for thrust and lateral axis excitavion, respectively. Motor orien-
tation with respect to the axes of excitation shown ir Figures 4 and 5 is
shown in Tigure 6.
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Instrumentation

Instrumentation was installed on the motor and monitored per Table II
and located in accordance with Figure 7.

AC-3 Axial 90 deg !
AC-4 Radial 90 deg
AC-5 Tangential 90 deg E
AC-13 ~ 0 deg 40 6 Axial 180 deg i
AC-14~ 90 de AC-7 Radial 180 deg ]
‘ AC-8 Tangential 180 deg
C-1 Axial —
C-2 Radial :
963 in.\\ \

catse

N
| /|4
SC-03 90 deg ol
: b Aluminum :

21.3 in. Aft Attach Ring

7 107 in.
Aluminum AN-11 Tangential 180 deg
Fwd Attach Ring AN-12 Axial 180 deg

AN-9 Radial 90 deg 9
AN-10 Axial 90 deg :

Figure 7. Instrumentation Location
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Test Qualification Criteria

The STAR 63F vibration test was conducted according to the following
criteria.

Thrust Axis Sine Test. The criteria for thrust axis sine vibration were:

Frequency Level
5-55 Hz 1.2 G
Oo-p

Sweep Rate = 2 Octaves/Minute

Lateral Axis Sine Test. The criteria for lateral axis sine vibration were:

Frequency Level

5-55 Hz 1.2 G
o-p

Sweep Rate = 2 Octaves/Minute

Thrust Axis Random Test. The criteria for thrust axis random vibration
were:

Frequency Level
20-2000 Hz 0.04 G2/Hz
Grms = 8.9

Duration = 120 Seconds

Lateral Axis Random Test. The criteria for lateral axis random vibration
were:

Frequency Level
20-30 Hz 0.013 G2/Hz

30-50 Hz +6.14 dB/Oct
50-2000 Hz 0.04 Gz/Hz
Grms = 8.79

Duration = 120 Seconds
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MOTOR DAMAGE

Pretest analysis provided ample warning that this vibration test would
tax the capabilities of the STAR 63F motor, especially in the aft polar boss
region. Every effort was made to protect the motor and ensure a successful
test. This included careful monitoring of the test with response limiting
gages to guard against overloading the motor and pre-approved notching of
the random vibration test criteria. In spite of the efforts to protect the
motor, there was still minor damage done to the case aft dome and one of the
two redundant IPCs.

Case Aft Dome

X-rays of the motor showed case aft dome delaminations near the polar
boss from O deg to 180 deg. Figure 8 shows the general nature of the
delaminations. In the figure, the numbered lines with arrow heads on them
represent the seven Kevlar/epoxy polar wraps which entirely make up the case
domes. The heavier dark lines represent Kevlar wafers placed in the matrix
to provide meridional stiffness near the aft polar boss. As shown, the
delaminations occurred in the first filament wound layer. Figure 9 shows
the extent of case delamination identified by X-ra:s at 30-deg increments
circumferencially around the motor (2).

Ignition Propagation Cord

The IPC is 1/8 in. in diameter and consists of explosive powder
encased in lead with a polyethylene sheath on the outside. The IPC
transmits a firing signal to the motor igniter starting motor ignition,

Attt < an

OUUUINIIE S

The first attempt tu static fire the STAR 63F Q-3 motor failed due to
the primary IPC's failure to propagate the ignition signal. Figure 10 shows
tha IPC configuration within the motor and the point beyond which the ‘
ignition signal failed to propagate (3). After propagating the signal the {
IPC disintegrates, making the point of failure quite obvious. Previous ;
testing of the cord demonstrated that nothing short of a sharp 90-deg bend
in the line or a complete break and separation of ends would cause
propagation failure. The IPC must have been severely damaged in order to
prevent signal propagation.

MOTOR RESPONSE

A summary of STAR 63F Q-3 vibration test response levels is given in
Table III. This gives the maximum G and G response levels for the
accelerometers listed in Table II, O?ugrimary Interest here is understanding
the motor response modes and levels which caused the motor damage. The
structural dynamics of the STAR 63F motor design in the vibration test con-
figuration was studied thoroughly by finite c¢lement analysis and modal sur-
vey testing., Based on those studies and the vibration test results, the
following conclusions were reached regarding the meotor structural dynamic
response relative to the motor damage (4).
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Case Aft Dome Delaminations

High response levels in the afi polar boss region were anticipated
prior to testing, so when case aft dome delaminations were found, the
reasons were well understood. Finite element analysis did a good job of
simulating the motors structural response as shown by the simulated nozzle
CG response versus measured in Figure 11 (5). Test fixture compliance is
primarily responsible for downward frequency shift of the measured resonant
peaks., Simulated aft polar boss load response levels for the sine and
random vibration testing are listed in Table I, Case stress analysts have a
difficult time predicting the stress distribution in the polar boss region,
but present information suggests that the simulated 184,000 in.-1b aft
polar boss moment from the lateral axis sine vibration testing was enough to
cause the delaminations (6). Two low frequency vibration modes were identi-
fied as the response drivers. They are the motor fundamental lateral
(22.0 Hz) and nozzle/aft dome pitch (27.4 Hz) modes shown in Figure 12.

Peak load response occurred at 27.4 Hz in response to the nozzle/dome pitch
mode, but the more massive motor fundamental lateral mode, just 5.4 Hz lower
in frequency, also provided some load amplification. This can be seen in
the simulated lateral sine test response plot for the aft polar boss moment
shown in Figure 13, Physically speaking, the geometrically large nozzle and
the flexible case aft dome were the reasons for the big load response,

Ignition Propagation Cord Failure

In the case of the IPC failure, cord installation was very imporiant.
Figure 10 shows the IPC routing for the STAR 63F Q-3 motor. Every twc to
four inches, the cord was securely attached to the propellant grain by
bonding in l-in., adhesive clips. Where possible between clips, the cord was
bonded to the grain by additional adhesive. The problem with the IPC in the
Q-3 motor was that no slack or strain relief was provided in the cord where
it crossed over the major slot in the propellant.

Analysis indicates that a great deal of motion takes place in the grain
during the vibration test. Table IV lists the predicted grain axial motion
of Point A relative to Point B as shown in Figure 10. Peak motior occurred
during the axial random vibration test. The simulated relative displacement
PSD of this motion is shown in Figure l4. The predominant response mode in
Tigure 14 is a 44 Hz axial grain response shown in Figure 15. Solid propel-
.ant is a rubbery type material and very capable of these kinds of motion.
Sinusoidal testing of the failed STAR 63F Q-3 IPC configuration to the 3
axial random vibration level (0.21 in.) at the dominant frequency (44 Hz)
produced failure (breaking of the cord) after just a few (2-5) cycles re-
peatedly (7). Further testing of an IPC configuration with sufficient strain
relief showed no sign of fatigue after thousands of cycles at 0.21 in. amp-
litude and 44 Hz., This information not only provides strong evidence that
vibration testing caused the failure of the Q-3 IPC, but also demonstrates
the solution to the problem. Q-3 was the only qualification motor with an
inadequate strain relief of the IPC over the major slot. The other qual
motor (STAR 63F Q-1) with cord installation as shown in Figure 16, had no
problems after receiving similar vibration testing.
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Displacement (in.**2/Hz)

Table IV. Simulated STAR 63F Q-3 Grain Relative Axial Displacement
Response Levels across the Major Slot

- Vibration Test
Random (307 Sinusoidal (o-p)
Axial Lateral Axial Lateral

Displacement (in.) 0.207 0.G57 0.107 0.041
Predominant
Frequency (Hz) 44 44
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MOTOR QUALIFICATION

In spite of the damage caused by the vibration testing, the STAR 63F
case and IPC design was determined to be successfully qualified.

The case aft dome delaminations were determined to be noncritical to
motor operation for the remainder of motor qualification testing (motor
static firing). Therefore, qualification testing was completed, which the
motor case successfully endured. In addition to successfully completing
qualification, it is important to note that the vibration testing may have
been excessive. Time and expense dictated that existing fixturing be used
to perform this vibration test. Analysis indicates that this fixturing
tested the motor in a more severe configuration than the motors operating
launch configuration. For this reason, Morton Thiokol, Inc. believes the
vibration test exercised the motor beyond those levels required for
qualification.

As previonsly mentioned in the section titled, "Ignition Propagation
Cord Failure", the primary IPC failed during vibration because it was in-
stalled without adequate strain relief in the line across the major propel-
lant slot (Figure 10). Fortunately, the second IPC functioned properly and
the motor was qualified. However, to insure that this problem would not
happen again, specific installation procedures have been defined on
engineering drawings to install the IPC similar to the STAR 63F Q-1 IPC
installation shown in Figurel6,
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Grain Axial Mode (44.0 Hz)

Figure 15. Motor Mode of Vibration Primarily Responsible
for IPC Failure
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CORRELATION BETWEEN VIBRATION AND COMPUTER
OPERATOR RESPONSE ONBOARD A UH-1H HELICOPTER

Mr. George O. White
U.S. Army Combat Systems Test Activity
Aun: STECS-EN-EV
Aberdeen Proving Ground, MD 21005-5059

This paper discusses a test which was conducted to
determine if there was any correlation between helicopter
vibration and onboard computer operator response.
Acceleration data were measured on two computer displays
and two seat pads in a UH-1H helicopter. Frequency domain
power spectral density (PSD) overlays were created, and two
types of ride quality analysis were performed on the data
from the seat pad locations. The first ride quality
analysis technique involves the integration of PSD data
over frequency bands that correspond approximately with
those of 1International Standards Organization (1S0)
Standard 2631-1985, and the second technique requires
determining the power absorbed (in watts) by the subject
seated at the monitored position. These techniques are
discussed in some detail. Linear regression and rank
correlation analyses were then performed to correlate the
operator mean input time with the various types of
acceleration data. Examination of the data yields no
apparent relationship between onboard computer opcrator
response and acceleration of the computer displays or ride
quality measured on the seats on which the computer
operators sat in the helicopter. Various plots illustrating
this lack of correlation, and tables of the plotted values

and their corresponding correlation coefficients, are
provided, and the pertinence of the lack of correlation is
discussed.

INTRODUCTION

The U.S. Army Combat Systems Test Activity (USACSTA) was tasked by the U.S.
Army Human Engineering Laboratory (USAHEL) to provide helicopter in-flight
vibration data and to assist in determining whether ouboard computer operatoxr
response was vibration dependent. This paper is a direct result of that effort.

SYSTEM DESCRIPTION

The UH-1H helicopter (Serial No. 70-16302) wused in this testing weighs
approximately 2115 kg (4667 1b) empty and 3650 kg (8050 1lb) when fully loaded for
testing, which includes fuel, equipment, and personnel. The UH-1H has a two-blade
semi-rigid main rotor; its fuselage is all metal, semi-monocoque. The Lycoming
turboshaft engine, which is mounted in back of the transmission and enclosed in
cowlings, is rated at 1044 kW (1400 shp). Both the main and tail rotors are shaft
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driven, and the main rotor speed of the UH-1H in flight is between 294 and 324
rpm. The UH-1H has a cruising speed of approximately 204 km/hr (127 mph) and a i
range of 511 km (318 mi). A photograph of the test helicopter 1is shown in

Figure 1.

TEST PROCEDURE

The UH-1H helicopter was instrumented with six wuniaxial piezoresistive
accelerometers and two ride quality pads. A ride quality pad is a triaxial
piezoresistive accelerometer molded in a semi-rigid rubber disc. A sketch
showing specifications for such a disc as recommended by the Society of
Automotive Engineers (SAE) Recommended Practice J1013 [1] is provided in Figure
2. The uniaxial accelerometers were mounted on the frames supporting two
computer displays which were installed in the helicopter, and the ride quality
pads were installed on the seats the computer operators sat upon. The locations
of the transducers are described in Table 1, and the locations of the computer
display accelerometers are shown in Figures 3 and 4. Notice in Figure 3 that the
accelerometers are oriented with respect to the helicopter, not the displays.

TABLE 1. ACCELEROMETER LOCATIONS

Channel Location, axis

1 Left seat pad, vertical

2 Left seat pad, transverse

3 Left seat pad, longitudinal
4 Right seat pad, vertical

5 Right seat pad, transverse
6 Right seat pad, longitudinal
7 Left display, vertical

8 Left display, transverse

9 Left display, longitudinal
10 Right display, vertical
11 Right display, transverse

-
N

Right display, longitudinal

An onboard pulse code modulation (PCM) data acquisition system was used to
acquire the acceleration data during the test, A block diagram of the
acquisition system is shown in Figure 5. The data were digitized onboard the
UH-1H and transmitted to a data handling facility on the ground. System checks
and calibrations were performed at the beginning of each test day so that
problems could be corrected before the helicopter began its flight maneuvers.

The UH-1H was subjected to two sets of flight maneuvers, but the only
difference between the sets was the oirder of the maneuvers. Each set constituted
a flight and consisted of 13 maneuvers, two of which were ground maneuvers:
ground idle (engine idle) and ground static (engine off). Data were collected on
all of the flight maneuvers except ground static., A total of 16 flights were
made, but vibration data were collected on only 5 flights due to the time
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required to process the data and store it digitally on magnetic tape. The 16
flights were made in order to have several subjects respond to the computer
display instructions during both sets of flight maneuvers. This was necessary to
complete USAHEL’'s portion of the testing. The maneuvers corresponding to flight

set 2 are shown in Table 2. All the analyses performed correspond to these
maneuver numbers.

TABLE 2. FLIGHT MANEUVERS

Maneuver No, Description
1 Ground idle
2 Hover-in-ground effect
3 500-fpm climb
4 30° banking left turn at 90 knots
5 15° left descending turn at 500 fpm
6 60-knot level flight
7 15° left climbing turn at 500 fpm
8 15° right descending turn at 500 fpm
9 110-knot level flight
10 15° right climbing turn at 500 fpm
11 30° banking right turn at 90 knots
12 152-fpm descent
13 Ground static
DISCUSSION

In addressing whether the response of onboard computer operators in the
UH-1H was vibration dependent, decisions had to be made regarding where to
measure vibration and how to monitor operator response.

It was speculated by USAHEL that the operator response would most likely be
related to either the acceleration of the displays or to the acceleration the
computer operators themselves were subjected to. These quantities were measured
by USACSTA. In order to monitor operator response, USAHEL measured response time,
input time, and frequency of errors as the operators responded to computer
commands with keystrokes. Response time was the time required for the operator to
touch a key after being signaled to do so, and inpul time was the time from the
first touch of any key to the complete release of the proper key. Errors were
recorded whenever an incorrect key was struck. At the recommendation of USAHEL,
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the input time was chosen to represent operator response in the comparison.
USAHEL provided USACSTA with data they collected, including mean input times for
each flight maneuver.

To look at the data in the time domain, acceleration amplitude distribution
data were compiled by histogramming the data into a 512-bin field and calculating

cumulative distributions. Table 3 shows sample amplitude distribution data.
These data were not wused in the actual analysis, but were used to monitor
channels throughout the testing. The units for the accelerometer amplitude

distribution data are g's.

TABLE 3. AMPLITUDE DISTRIBUTION DATA

Maneuver 1, Set 2, Flight 5

Description rms  +Peak -Peak  199% -99%  +90% -90%
(V) Left seat pad .28 1.02 -.71 .68 -.55 .37 -.36
(T) Left seat pad .31 1.08 -.78 71 -.62 .39 -.42
(L) Left seat pad .23 .96 -.65 .66 -.50 .29 -.27
(V) kight seat pad .22 .94 -.58 .62 -.42 .26 -.26
(T) Right sezt pad .24 .85 -.64 .59 -.49 .33 -.31
(L) Right seat pad .36 1.19 -.92 .81 -.73 46 - .46
(V) Left display .39 1.30 -.97 .86 -.81 .50  -.49
(T) Left Display .21 .95 -.60 .64 - .44 .24 -.24
(L) Left display .19 .91 -.54 .64 -.41 .21 -.23
(V) Right display .39 1.26 -1.03 .90 -.83 .50 -.51
(T) Right display .21 .97 -.53 .65  -.42 .22 -.26
(L) Right display .22 .99 -.64 .72 -.46 .26 -.24

The program which performs the amplitude distribution analysis and creates
tables such as the one above performs a number of data validity tests for each
channel and provides messages such as:

. Channel inactive

. Data one-sided

Data noisy

Data clipped

Large rms value

Large DC offset

No data spread

Shock present in data

== I = N1 T« P o B o o

Although the program is mnot foolproof, and the rules which determine data
validity are arbitrary, it provides a very useful tool for "quick look" analysis,

After the “"quick look" was completed, the test data were checked for
stationarity. The stationarity test is performed to determine whether the data
are time invariant and thus validates the assumption that a single time history
record adequately defines the distribution of the data.
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In order to obtain a more complete picture, the acceleration data were
examined in the frequency domain by using a Fast Fourier Transform (FFT)
algorithm and creating power spectral density (PSD) files. A PSD file was
created for each valid data run, a run consisting of one maneuver in any given
flight, These files were then overlayed to yield an "average" PSD for each
maneuver. The overlayed PSDs were integrated to provide mean square values for
each acceleration channel in the range of 0.5 to 100 Hz. This calculation
supplied the rms values that were used to correlate the computer display
acceleration with operator response. There were two reasons for wusing this
approach to determine rms values. First, using this frequency range for snalysis
prohibited higher frequency noise from contributing to the rms values. Second,
this approach provided a bit of statistical reliability in the PSD calculation by
combining the PSDs from multiple runs of the same maneuver into one PSD
representing that maneuver.

Samples of the overlayed PSDs are included in Figures 6 through 8. It was
interesting to note that the fundamental frequency corresponded exactly with two
times the main shaft frequency (approximately 324 rpm), This comes from the
two-bladed rotor blade passing frequency. The fundamental was approximately 11 Hz
for all the maneuvers except ground idle, where it was about 7 Hz. Most of the
energy was usually at the fundamental frequency, but occasionally there was more
energy in one of the harmonics than in the fundamental. In some of the maneuvers,
the seat pad locations even showed significant energy at a subharmo.aic which was
half the fundamental. This is probably not actually a subharmonic, but rather is
energy associated with the main shaft speed. This subharmonic energy became even
more significant because it corresponded to the most sersitive ride quality
frequency.

RIDE QUALITY ANALYSIS

There are two types of ride quality analysis that are commonly used by the
United States military today. The first technique involves analyzing the data
into 1/3 octave component accelerations for the center frequencies given in
International Standards Organization (ISO) Standard 2631-1985 ([2]. This was
simulated by integrating power spectral density (PSD) data over frequency bands
that correspond approximately with those of the IS0 standard. This PSD
integration 1s performed to simulazte what is normally accomplished by 1/3 octave
band filters (analog or digital), and is an SAE recommended technique [1]. A
table of the ISO bands is shown in Table 4. The second commonly used technique
requires determining the power absorbed by the subject seated at the monitored
position. The absorbed power method is discussed in detail in the article by
Richard A. Lee and Fred Pradko entitled "Analytical Analysis of Human Vibration,"
an SAE paper presented in 1968 [3].

The IS0 standard that describes human response to whole-body vibration was
ratified by 19 countries, including the United States. The ISO standard considers

the frequency range from 1 to 80 Hz (i.e. center frequencies of 1/3 octave
bands), and defines numerical limits for exposure to vibrations in that frequency
range in terms of weighted root-mean-square (rms) accelerations. The

accelerations are "weighted" to account for resonances in the human body. The 18O
defines its limits in terms of three criteria of preserving comfort, working
efficiency, and safety or health. The limits set according to these criteria are
named respectively: "reduced comfort boundary", "fatigue decreased proficiency
boundary", and "exposure limit"., For example, where the main concern is
maintaining the working efficiency of a wvehicle driver, the "fatigue decreased
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preficfency boundary” would be used as the guiding limit in determining -ibration
specifications, while in designing passenger accommodations, the "reduced comfort
boundary" should be used., The method used to evaluate the three criteria is to
separately compare each rms acceleration level for 1/3 octave bands of specified
center frequencies against the recommended level at each frequency, This assumes
that there are no interactions between frequencies, at least in regard to human
tolerance. Another method of evaluating the criteria involves weighting the
values and producing an overall weighted rms value which is also compared to the
standard. This method simulates the SAE ride quality meter [4].

TABLE 4. One-Third Octave Filter Bands

Beginning Frequency Ending Frequency
0.89 1.11
1.11 1.40
1.40 1.77
1.77 2.25
2.25 2.82
2.82 3.56
3.56 4.49
4.49 5.66
5.66 7.13
7.13 8.98
8.98 11.31

11.31 14.25
14.25 17 96
17.96 22.63
22.63 28.51
28.51 35.92
35.92 45.26
45.26 57.02
57.02 71.84
71.84 90.52

The second technique requires measuring the rate at which vibrational energy
is absorbed by the human body. Lee and Pradko established absorbed power in
watts as a desirable quantity to express human tolerance to vibration. They
studied the vibrations in the frequency range of 0.1 to 12.0 Hz and made
measurements at the points of contact at the buttocks in the wvertical,
longitudinal, and transverse directions, along with the vertical input to the
feet, of a seated person. An advantage of this approach is that average absorbed
power is a scaler quantity, and as such, can be summed in complex multi-degree of
freedom systems to yield a single value describing the total average absorbed
power, This value can then be used to develop criteria concerning the human
acceptability of various ride quality environments. An upper limit of 6 to 10
watts total absorbed power is generally accepted for operation of off-road
vehicles, although some would argue that these values are based primarily eon
subjective data.

Both the ISO and the absorbed power method are frequency weighted to account
for resonances in the human body, but tne weighting factors are slightly
different. Figures 9 through 11 compare the weighting factor curves. The
absorbed power curve does not show the actual weighting factors but is normalized
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to a maximum value of one for the purpose of comparison. There continues to be
much debate as to which method is better, although there are similarities both in
the frequency welghting and in the results of the two techniques. European
countries In particular express concern over using absorbed power rather than the
IS0 method to describe effects of vehicle vibrations. Reference 4 discusses and
compares the two in more detall and points out that each has its advantages as
well as its shortcomings. Using both techniques and comparing the results gives
some assurance that a competent ride quality analysis has been performed.

In the comparison of computer operator response and the acceleration the
computer operators were subjected to, rms values as determined previously were
not used. Instead, the two types of ride quality analysis discussed above were
performed on the overlayed PSD files. Integration over the ISO bands (Table 4)
produced a welghted acceleration, and this weighted acceleration was correlated
to operator meun input time.

In the alternative ride quality technique, the absorbed power is calculated
by multiplying the PSD (again, the overlayed PSD) by certain weighting factors.
These factors are different for each of the three measured mutually perpendicular
axes. Plots of the three weighting factors are included in Figures 9 through 11.
See reference 3 for actual values and units of the absorbed power weighting
factors.

The reason ride quality analysis was chosen over gross rms acceleration to
represent computer operator acceleration was because ride quality analysis takes
resonances of the human body into account. These resonances occur below 10 Hz,
and ride quality analysis gives more weight to energy in this 1low frequency
range. For this reason, the ground idle maneuver had higher or worse ride quali-y
values than the other maneuvers, as did those maneuvers which showed energy at ..
subharmonic frequency.

CONCLUSTON

There are now three correlations to be made for each computer operator in
the helicopter: mean input time vs. ride quality, mean input time vs. absorbed
power, and mean input time vs. rms acceleration of the computer displays. There
were two computer operators iv the UH-1H. so this yields six comparisons, and
since this was done for each axis (vertical, transverse, and longitudinal), there
are a total of 18 correlations to be made. Although superposition can be applied
to the absorbed power quantities for each location (i.e. the value for each axis
may be added directly), this was not done in case one particular axis showed a
positive correlation. The correlations were made by performing linear regression
as well as iank correlation analyses. All these correlations were performed, but
in the interest of brevity, only the results from the left computer display and
seat pad are presented in this paper. These are shown tabularly iu Tables 5
through 7 and graphically in Figures 12 through 20.

Rank correlation analysis involves rather simple calculacions and tests
whether two compared variubles are independent [6]. Tt makes no assumptions
about the distributions of the variables. The rank correlation cvefficient is
similar to the linear regression correlation coefficient in that its values range
from -1 to 1l and a value of 1 indicates perfect agreement. A value of -1
indicates opposite ranking. The rank correlation coefficient is defined by the
following equation.
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TABLE 5.

Maneuver

No.

W 00~ O U &N

T o
W N O

whiere : r

zd

LEFT DISPLAY

Description

2 2
1-(5*&1i )/[n(n -1)]

the rank correlation coefficient

the sum of the squared differences in rank for

cach of the paired values

the number of ordered pairs

CORRELATION BETWECN TRIAXIAL ACCELERATIONS AND INPUT TIME

Mean Acceleration (g rms)

Input Time (sec) Vert

Ground idle 0.498 0
Hover-lIn-ground effect 0.403 0
500 fpm climb 0.464 0
30° banking left turn 0.418 0
15° left descending turn 0.3¢€7 0
60 koot level flight 0.382 0
15° left climbing turn 0.407 0
15° zt descend turn 500 fpm  0.364 0
110 knot level flight 0.390 1
15: right climbing turn 0.403 0
30 barking rt turn 90 knot  0.465 1
500 fpm descent 0.355 0
Ground static 0.346

** Correlation Coefficient Squared : 0.0
*%*%* Rank Correiation Coefficient : 0.1
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A7
.48
.74
.91
.74
.72
.84
.70
.01
.84
.01
.74

*

15
89

Iran iong
0.22 0.25
0.27 0.25
0.39 6.58
0.34 0.46
0.33 0.43
0.35 0.36
0.33 0.50
0.41 0.47
0.46 0.54
0.33 0.47
0.41 0.48
0.32 0.42
% *
0.068 0.013
-0.147 0.161
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TABLE 6.

Maneuver

No.

W 00~ oy WP

= e
[ TR S

LEFT SEAT PAD

Mean

Description Input Time

Ground idle 0.498
Hover-in-ground effect 0.403
500 fpm climb 0.464
30o banking left turn 0.418
15o left descending turn 0.387
60 knot level flight 0.382
15° left climbing turn 0.407
15° rt descend turn 500 fpm  0.364
110 knot level flight 0.390
15" right climbing turn 0.403
30° banking rt turn 90 knot  0.465
500 fpm descent 0.355
Ground static 0.346

*% Correlation Coefficient Squared :
*%% Rank Correlation Coefficient :
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sec

CORRELATION BETIWEEN ISO RIDE QUALITY AND INPUT TIME

2
(m/sec )
Weighted rms Accel

Vert  TIran = Long
3.16 J.20 0.46
0.86 0.22 0.23
1.22 0.20 0.36
1.49 0.21 0.39
1.21 0.17 0.32
1.06 0.18 0.32
1.42 0.18 0.39
1.21 0.18 0.29
1.84 0.28 0.40
1.43 0.20 0.39
1.46 0.23 0.39
1.10 0.17 0.29
* * *

0.414 0.066 0.424%
0.622 0.622 0.601




TABLE 7. CORRELATION BETWEEN ABSORBED POWER AND INPUT TIME
LEFT SEAT PAD

Maneuver Mean Absarbed Power (Watis)
No. Description input Time (sec) Vert Tran Long
1 Ground idle 0.498 12.14 8.07 0.42
2 Hover-in-ground effect 0.403 1.15 0.08 0.15
3 500 fpm climb 0.464 2.32 0.04 0.16
4 30o banking left turn 0.418 3.63 0.04 0.16
5 15° left descending turn 0.387 2.35  0.03  0.11
6 60 knot level flight 0.382 1.54 0.03 0.11
7 15° left climbing turn 0.407 3.13  9.03 .16
8 15° rt descend turn 500 fom  0.364 2.47  0.03  0.09
9 110 knot level flight 0.390 4.57 0.08 0.19
10 15° right climbing tuzn 0.403 3.13  0.04  0.16
11 30° banking rt turn 90 knot  0.465 3.28 0.0  0.17
12 500 fpm descent 0.355 1.83 0.93 0.10
13 Ground static 0.346 * * *
*%* Correlation Coefficient Squared : 0.431 0.103 0.600
*%% Rank Correlation Coefficient : 0.510 0.580 0.839

* These were not measurad; although they may be assumed to be
approximately zero, they were not included in the linear ccrrelation
calculatinan,

** These values were obtained by performing a linear ragression
analysis (*%* rank correlation analysis) of mear input tinme vs.
absorbed power.

Each 1linear regression analysis showed that there was ro correlation to be
found between acceleration of the computer displays and cemputer operator mean
input time o~ between acceleration the operators were subjected to and sperator
mean input «ime. This could be readily deduced by glancing at Figures 12 tarough
20, and is verifled by correlation coefficient (r) squarved valucs as low as 0.015
(Table 5). In fact, the largegt value for r was 0.600 (Table 7}. A perfectly
linear correlation would have r equal to one, and any value less than 0.8 would
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indicate thet no linear correlation exists. The note at the bottom of Tables 5,
6, and 7 states that the values from the ground static maneuver may be assumed to
be zero but were not included in the linear regression calculation. Actually, the
correlation was performed both ways, and neither calculation indicated that any
correlation existed. 1t should be mentioned that vibration input to the feet of
the operators was ignored, but this is very unlikely to change the results of
these comparisons.

Results of the rank correlation analysis also indicated no correlation
existed. As with the 1linear regression calculations, the rank correlation
analysis was performed both by excluding the ground static maneuver and by
including it with a value of zero. As before, neither method affected the
outcome; there simply was no correlation to be found. Rank correlation was
performed in the event there was some correlation, but that it was not linear. It
was comforting to have the two types of analyses produce agreeable results. These
results are probably contradictory to what many would have expected, and that
very fact makes the results pertinent. Most experts would likely be of the
cpinion that any activity taking place in a belicopter would be affected by the
environment, and while that may generally be a valid assumption, in this specific
vibration situation under these specific conditions, the data do not support it,

A reason for the lack of correlation may be that the levels were balow some
threshold that affects humans for short periods of time. In fact, a look at the
fatigue decreased proficiency boundaries from the IS0 ride quality analysis
provide some weight to this possibility. Almost without exception, the exposure
limits were at least one hour, while each test flight lasted avout 40 minutes. If
the ISO analysis 1is correct, the vibration levels measured on the seat pads
should not have affected the operators performance. Also, the test was performed
in Yclean" air. Severe turbulence, which was not experienced during the testing,
may have provided different results.
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' SHAKER SHOCK TESTING USING
NONSTATIONARY RANDOM TRANSIENTS*

Thiomas L. Paez and Thomas J. Baca

Experimental Mechanics Department
Sandia National Laboratories
Albuquerque, NM 87185

Shock testing plays a critical role in the development of a
wide range of structures. Conducting controlled laboratory
shock tests on these structures provides essential data on
their ability to survive their operational shock
environments. Laboratory test specifications establish
equivalence relationships between the actual shock
environments and the laboratory shock test inputs. In recent
years the electrodynamic shaker has proven itself to be a
very versatile machine for applying transients to aerospace
components. Shaker control techniques now exist which allow
reproduction of shock transients composed of summed
deterministic functions (e.g. decaying sinusiods). This
paper reports the results of a study in which nonstationary
random transients are used as the basis for defining shaker
shocks. After describing the test specification and
implementation procedures, the paper compares the results of
some tests conducted on a simple cantilever beam structure.
One test is a direct simulation of a nonstationary random
process environment; two other tests represent the shock
source using excitations established via the method of shock
response spectra. The advantages and limitations of each
approach are summarized.

Introduction

Experience has shown (Reference 1) that in many aerospace applications the most
severe environments to which structures are subjected are extreme transient
environments., In view of this, it is important to accurately simulate these sources
of shock excitation. There are several mechanical systems used to simulate shock
environments. Among these are drop table shock machines, air guns, actuators,
reverberant plates and electrodynamic and hydraulic shakers. These test machines
differ in the types of shocks they can impart to structures being tested, and in the
level of effort required to perform a test. Shock machines, air guns and actuators
are used to generate classical pulse test excitations, and they are relatively easy

* This work was supported by the U. S. Department of Energy under Contract No. DE-
ACO4-76-DP00789.
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to use. Reverberunt plates geuerate high intensity, decaying oscillatory
excitations to test items, however, they are more difficult to use. Electrodynamic
shakers are used to synthesize a wide variety of excitations, but are generally more
difficult to use than the other types of shock test equipment.

Shock tests have generally been specified by the method of shcck respouse
spectra. In applying this technique to test specification, the test engineer first
collects samples of the environment to be simulated and characterizes these
individually with their shock response spectra. Next, all the shock response
spectra are plotted on one graph and enveloped by one shock response spectrum curve
that conservatively characterizes the entire collection. This curve is called the
test specificaiion shock response spectrum. Then the test engineer establishes a
test by choosing an excitation whose shock response spectrum matches or envelops the
test specification shock response spectrum. It is assumed in the method of shock
response spectra that the test time history chosen in the above manner is a
reasonable representation of the underlying environment for purposes of verifying
structural integrity through laboratory simulation.

Although transient environments are not generally analyzed using the methods of
statistics, it is wusually agreed that shock signals are random in nature.
Specifically, most transient signal sources are nonstationary random processes. It
has been shown in some recent papers (References 2, 3, 4) that nonstationary random
processes can be characterized, and that tests can be run on electrodynamic shakers
to directly simulate these nonstationary random process sources. Several steps must
be taken to run a test that simulates a nonstationary random process. These steps
are described in a general framework in the following paragraphs.

First, a model for the random process must be chosen. In nonstationary random
process simulation, a parametric model will typically be used. The model must be
one that has appropriate form and sufficient parameters to accurately characterize
the field source of interest., The model may include elements that describe both the
time-domain and the frequency-domain features of the random source.

Second, the parameters of the nonstationary random process model must be
identified using measured realizations from the random process source. There are
several statistical approaches useful in parameter estimation, and the approach that
is best depends on the parametric model and the specific application.

Third, the nonstationary random process model parameters used in generating the
test excitation must be chosen. The choice of test parameters must be related to
the desired confidence level for the test, and this is related to the confidence
intervals that are established in the statistical analysis of the data.

Fourth, one or more realizations of the test random process must be generated.
This step can be accomplished using the standard techniques of random signal

generation and the parametric model of the random process source. Measures of
severity of the individual test signals can be compared to theoretical measures of
severity of the random process source. (Severity of transient environments is

discussed extensively in References 5 and 6.)
Fifth, one or more tests must be executed using the test nonstationary random

process realization generated above. The objective is to reproduce the test signal
as accurately as possible on a shaker. An apprcach for controlling an electrodynamic
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shaker to create a desired time history ie described in Reference 7. The severity
of the actual test can be compared to the desired level of test conservatism.

This paper describes a general mndel for nonstationary random processes, then
shows how it can be specialized for the description of actuval transient signal
sources. Next, the results of an experimental example are presented, where a simple
beam structure is excited by a realization of a nonstationary random process and
some shock pulses that are used to represent the random source. The results of the
experiment and other factors are used to compare the direct simulation of
nonstationary random process sources to test specification via the method of shock
response spectra. Finally, conclusions are drawn, and recommendatiocns for testing
systems excited by random signals in the field are presented.

A General Parametric Model for Nonstationary Random Processes

In establishing a model for nonstationary random process sources, it is
desirable to create a model that is general. Generality, in this sense, implies
that most nonstationary random process identifications will be performed using
special-purpose digital signal analysis computer programs, and that in writing such
a program, it is desirable to create a corde that is user friendly. has a stable
parameter estimation procedure, and is accurate in its rcpresentation of many random
process sources. A model that is quite general is presented here.

Let (X(t), O0<t<w} be the nonstationary random process source that is to be
modelled. (Because it is meant to simulate a transient event, the random process
is arbitrarily initiated at time zero, but this start time can be varied. Further,
it is anticipated that the magnitude of the values in the random process will tend
to decay in a consistent manner.) {X(t)) is formed as the sum of N component

nonstationary random processes, {X;(t), 0st<o}, j=1,...,N, as shown in Equation 1.
N
X(t) = Xj(t), t=0 (1)
j=1

The character of the random process (X(t)} clearly depends on the behavior of the
components (X;(t))}.

Each of the component random processes (X;(t)} is the product of a stationary
random process, (Y;(t), -«<t<=}, and a deterministic function of time, a;(t), t=C.

X.(t) = a,(t) Y, (t), t20 (2)
J J J j=1,...,N
The random processes (Y;(t)}, j=1,...,N, are normally distributed, with mean zero,
and two-sided spectral densities, S§;(f), Fy=|f|<F,;, j=1,...,N. The £frequencies
ij , k=1 , 2 y j“l, o e ,N, are chosen so that FnZO y and sz“Fl(j+1) . That is s the

frequency where the jth component has its power cut-off is the frequency where the
(j+1)st component starts; there is no overlap in the frequency bands of the
stationary random processes (Y;(t)} and ({Y,(t)) for j=m, therefore, the component
random processes are generally uncorrelated.
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The deterministic functions a;(t), j=1,...,N, are parametric functions of time.
It is usually expected that the variations in the functions a;(t) will be much
slower than the oscillations in the random processes (Y;(t)}, and this can be
enforced by proper choice of the form of the &,(t).

The model presented here is quite general because it permits the
characterization of a nonstationary random process using potentially different
features in different frequency bands. The underlying random processes {Y;(t)} are
uncorrelated, and this fact makes it easy to generate realizaltions of (X(t)).
However, the use of uncorrelated components establishes a limitation in the model,
since there may be some sources whose components in dil’ferent frequency bands are
correlated. In general, when an .xcitation is predominantly the 1result of the
operation of a random process on a linear system, then the excitation will have
uncorrelated components. When an excitation is predominantly the result of the
operation of a random process on certain types of nonlinear system, then the
components of the excitation may be correlated. In the modelling of nonstationary
random excitations, the more basic problem, and therefore the first one that mneeds
to be addressed, is the case where the excitation components are uncorrelated,.

Identification of the model in Equations 1 and 2 involves estimation of the
component spectral densities S;(f), and estimation of the parameters in the
functions a;(t). In some applications the spectral densities of the random
processes {Y;(t)} will be taken as constants; in these applications the magnitudes
of the S;(f) need not be separately identified, but must be tied to the magnitudes
of the functions a;(t). (See References 2 and 3.) When the Sj(f) are not tzken as
constants they must be identified, and a method for doing this was presented by
Piersol in Reference 8. The technique tskes advantage of the fact that the spectral
density of a severely clipped signal has the same shape as the spectral density of
the signal itself.

Identification of the parameters in the functions a;(t) can be accomplished
using a number of approaches. For example, a formal statistical approach to the
estimation of model parameters is the method of maximum likelihood, described, for
example, in Reference 9. With this approach, the 1lil .lihood function involving the
parameters in a;(t) is maximized with respect to the parameters. Another approach
to the estimation of parameters in ay(t) is the least squares technique, also
described in Reference 9. Using this technique, the mean square of a component
{Xd(t)} can be estimated with measured data, and then fit to a measure of the
function a;(t) in a least squares sense. An approach to parameter estimation that
is especially well suited to use in an interactive environment with inexperienced
users Is the orthogonal regression method, described in Reference 10. Parameter
estimation by this method is very stable, and would require a minimum of decision
making by the user. Finally, in an interactive program, the user may simply be
shown a time history of a measure of {Xﬁ(t)), like the mean square, and given
guidelines for the choice of parameters in the function a;(t). This is one of the
approaches used in Reference 2,

A Specific Nonstationary Random Process Model

This section describes a specific nonstationary random process model using the
general framework established in the previous section.
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Two elements must be provided to characterize the model. The first is a form
for the sp-actral density functions, S;(f). The second is an expression for the
functions a;(t). In the present application the spectral density is taken as a
constant over the appropriate frequency band, and that constant is chosen to be
unity.

S.(f) =1, Fl

5 sstzj (3)

J
j=1,...,b

In other words, the underlying stationary randon processes, {(Y;(t)}, are band-
limited white noise random pro:esses with unit spectral density. The jth random
process has the mean square value

E[Yz(t)] =2 (

] FiyFay)s  dL..oN (&)

This is simply the area under its spectral density curve.

The forwm choscn for the deterministic functions, a;(t), yields a slowly varying
pulse. (See Reference 3 for some other useful modulating functions.)

aj(t) - aj t exp(-ﬂjt), t=0 (5)
j=1,...,N

The pulse has an injtial value of zero at time zero, increases rapidly, and then
decays exponentially. The amplitude of the pulse is determined by the magnitude of
the parameter a;. The rise and decay rates of the pulse are determined by the
parameter f,.

Parameter identification for this model is accomplished using measured
realizations of the random process (X(t)) in an interactive computer program. The
program uses the method of maximum likelihood or observations on the mean square of
the realizations to estimaic the parameters. The program is described in Reference

2.

L T Comparison of Tests

"".;.';'-

oA .

&; This section presents an experimental example where &z structure is excited using
various inputs. The actual excitation source is assumed to be a nonstationary

random process. An objective of the experiment is to compare some excitations used
to simulate the shock source. One excitation ig a direct simulation of the ~ource
nonstationary random process. Two other excitations were chosen using the method of
shock response spectra. One of these excitations is a compensated sum of
exponentially decaying sinusoids (Reference 7). The other excitation is a classical
pulse generated on a drop table shock machine (Reference 11). Another obj-ctive of
the experiment is to measure the response of a simple structure to the test
excitations. The structure is a simple cantilever beam shown schematically in
Figure 1.
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The excitation source is assumed to be the nonstationary random process
described in Equations 1, 2, 3, and 5, with the parameters listed in Table 1.
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Table 1. Parameters of the Example Nonstationary Random Process

Component Low Frequency

Number, j  Cutoff, Fy
(Hz)

20
40
80
125
250
500
1000

SNV S W N

Cutoff , FZJ
(Hz)

40
80
125
250
500
1000
2000

High Frequency Amplitude

Parameter, a;

(g)

500
500
500
500
1500
4000
9000

Decay
Parameter, B;
{sec™?)

I C
40
40
40
40
40
40

A realization of the nonstationary random process is shown in Figure 2a. Generation

of multiple realiz.cions of the random process shows that

the time histories

generated by the source are random, and the characteristics of the signals generated
(such as peak values) vary from one sample to the next.
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Figure 2a. Theoretical Real ization of Nonstationary Random
Process Based upon Parameters from Tablie 1.
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Figure 2b. Experimental Real ization of Nonstationary Random
Process Based upon Parameters from Table 1.
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A shock generation computer projram in use at Sandia Nationil Laboratories and
an electrodynamic shaker were used to generate a nonstationary random transient
based on the parameters in Ta“le 1 in a physical experiment. The experimentally
generated input is shown in Figure 2b. Comparison of Figures 2a and 2b shows that
the excitations do not match precisely, but their characteristics are quite close.
The initial buildup in Figure 2b is characteristic of pulses generated on
electrodynamic shakers.

The structural response to the excitation in Figure 2b is shown in Figure 3.
This response was measured at the end of the cantilever beam during a physical
experiment where the excitation was generated on an electrodynamic shaker. All the
characteristics of the response depend on the specific features of the excitation,
and to the extent that the excitation is random, the response is also random,

1400
1200
1008 {
800 N
600 4
499 . 1 alad
289 Mia, ia

=200 HH
-400 T 2 LR L
-6a88 ! ’

-800
5 —1000 i
-1280
-14080

L0t DATMTMOOD

a. .84 .88 .12 .16 .2
.82 .86 .1 .14 .18 .22

TIME SEC

Figure 3. Structural Response at End of Beam Due fto
Shock Input in Figure 2b Controllied at Buse of Beam.

In order to compare excitation and responce for the actual environment to the
excitation and response obtained when the test input is specified using the method
of sho k response spectra, the shock response spectrum of the signal shown in Figure
2a was computed. This shock response spectrum is shown in Figure 4a by the dashed
line. To establish a test excitation via the method of shock response spectra whose
severity is comparable to the nonstationary random process source, a test excitation
whose shock response spectrum matches the nonstationary random process shock
response spectrum was defined. To simplify the procedure for defining such a test
excitation, the straight-line test specification is shown as a solid line in Figure
4a. A computer program was used to iteratively choose the parameters of a test
pulse so that its shock response spectrum match.s the solid line in Figure 4a. The
test is a CEDS pulse (compensated sum of exponentially decaying sinusiods, Reference
7), defined by the parameters in Table 2. The shock response spectrum for the CEDS
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pulse is shown by the dotted line in Figure 4a. Tigure 4b shows a comparison of the
shock response spectra produced during actual shaker tests involving the CEDS pulse
and the nonstationary random transient. The time history of the theoretical CEDS
pulse is shown in Figure S5a. The CEDS pulse used to excite the cantilever beam
structure in the experiment is shown in Figure 5b. The response at the end of the
beam is shown in Figure 6.

Table 2. Parameters for CEDS Waveform.

Component  Frequency Decay Amplitude Delay
Number (Hz) Rate (g) (sec)
1 10 1.0 -6.65 0.0
2 20 0.12 8.39 0.0014
3 26 0.09 -6.25 0.0014
4 33 0.07 5.25 0.0014
5 43 0.06 -4.08 0.0014
6 56 0.04 4.11 0.0014
7 72 0.03 -3.93 (.0014
8 93 0.02 4.26 0.0014
9 120 0.C2 -4.67 0.0014
10 155 0.016 4.94 0.0014
11 200 0.012 -4.,96 0.0014
12 258 0.011 7.81 0.0014
13 335 0.008 -12.1 0.0014
14 430 0.006 16.5 0.0014
15 560 0.004 -25.2 0.0014
16 720 0.004 35.8 0.0014
17 930 0.002 -56.1 0.0014
18 1200 0.002 69.4 0.0014
19 1550 0.002 -85.1 0.0014
20 2000 0.002 117. 0.0014

The nonstationary random process was also simulated using a classical haversine
pulse. To iacntify - classical pulse that represents the random process shock
environment, we compared the shock response spectrum of a classical pulse to the
test specification shock response spectrum. We chose a classical pulse whose shock
response spectrum envelops the test specification shock response spectrum shown by
the solid line in Figure 4a. The test specification shock response spectrum and the
shock response spectrum of an actual haversine test input are compared in Figure 7.
The time history of the classical pulse test is shown in Figure 8. The response
excited in the cantilever beam structure is shown in Figure 9. The pulse used in
the test is approximately a haversine pulse with 700 g amplitude and 0.5 msec
duration.

Discussion
The results of the experimental example and other tests performed by the authors

provide a basis for the comparison of tests that directly simulate a nonstationary
random environment and shock tests specified by the method of shock response
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spectra. The present example uses a nonscationary random source that is rich in
frequency content over the interval 20 Hz to 2000 Hz. Several realizations of the
random process were generated, and these show that the random process tends to
generate signals that have a practical duration of about 150 msec. The realizations
tend to increase for about 30 msec, then they decay until their magnitudes are
negligible. Peak accelerations of the random process realizations tend to be in the
range of about 200 g to 230 g. The physical signal shown in Figure 2b, the result
of an attempt to match the random process realization in Figure 2a, provides a
reasonable representation of the theoretical source. The peak value of the test
excitation is about 220 g. The response in the beam, shown in Figure 3, has a peak
value of about 1130 g.

Thne test excitations generated using the method of shock response spectra differ
form the random process excitation in some fundamental ways. The CEDS pulse is
oscillatory, but it does not have the same rise and decay characteristics as the
random source. The CEDS pulse, shown in Figure 5a, has frequency content in the
interval 20 Hz to 2000 Hz, but this frequency content is created by the use of 19
decaying sinusoidal pulses rather than the much larger number of components in the
random source. The decaying character of the components in the CEDS pulse tends to
spread their frequency content, but it does so in a different manner than the actual
shock source. The peak value in the CEDS pulse used to represent the random source
is about 290 g. Using this criterion, the CEDS pulse appears to be slightly more
severe than the shock source it 1is meant to represent. The response in the
cantilever beam excited by the CEDS pulse, shown in Figure 6, has a character
different from the response excited by the random process excitation. This is to be
expected, based on the differences in the excitatien pulses. Though the CEDS pulse
test excitation must be considered acceptable based on the method of shock response
spectra, the response it excites in the beam appears less severe than the response
excited by the nonstationary random process realization. In fact, the peak value in
the response is only about 900 g.

The simulation of the actual environment provided by the CEDS pulse and the
response it excited in the beam may be considered quite reasonable in this case. In
general, as long as the pulse used to generate a shock test looks like the source it
is meant to represent, the method of shock response spectra may provide useful
tests. When this is no longer true, overtesting or undertesting may occur.

The simulated haversine excitation, shown in Figure 8, is considerably different
from the nonstationary random process realization. The shock response spectrum of
the haversine pulse, shown in Figure 7, indicates that the pulse has frequency
content from low frequencies through several thousand Hz. This pulse gains its
bandwidth because of its short duration; Figure 8 indicates that the main pulse lobe
has a duration of about 0.5 msec. The excitation amplitude is about 700 g, and in
this respect, the excitation is quite conservative. The response of the cantilever
beam structure excited by the haversine pulse, shown in Figure 9, is strongly
dominated by a 300 Hz component, the fundamental frequency of the beam. The
response 1s primarily a free decay response, and has a peak value of about 1150 g -
similar to the response caused by the nonstationary random process excitation. In
this regard, the haversine pulse is a reasonable representation of the actual
source.

The experimental example presented here cannot be used to draw wide-ranging

conclusions about all shock tests, but it does show that tests spec1f1ed with the
method of shock response spectra may provide reasonable inputs, especially when the
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system of interest is simple in nature and the primary criterion for judging test
adequacy is peak structural response. The logical standard of comparison has been
taken as a direct simulation of the actual environment; this is always tc be
preferred when it can be used because it simulates the actual source in all
respects.

Experience shows that there are situations when test specification by the method
of shock response spectra does not work very well. Specifically, when the system to
be tested is structurally complicated, the potential for over or under-test exists.
Further, if the damage criterion is scmething cther than peak response, or if the
damage criteria are unknown, then use of the method of shock response spectra may
provide poor results.

Conclusion

This paper shows that the simulation of nonstationary random transients is
possible. The simulation procedure involves the choice of a mathematical model, the
identification of its parameters, and the use of the model to generate samples from
the random source. Under most circumstances, direct simulation of a random source
is the preferred method for specifying a shock test, but there are some
circumstances when the direct simulation cannot or should not be used, and there are
other situations when the use of a direct simulation is especially important.

The direct simulation of a shock source as a nonstationary random process should
not be pursued when the shock source is, in fact, a deterministic (or nearly
deterministic) signal source. This situation occurs most frequently when the item
to be tested is located near the primary source of the shock and the shock
generation mechanism is physically simple. Transient excitation sources cannot be
directly simulated when the testing cannot be done on an electrodynamic or

electrohydraulic shaker. The generation and matching of nonstationary random
process realizations is a relatively complicated process, and, at present, it only
appears feasible to execute this process on a shaker, This limits the shock

amplitudes that can be generated (depending on the available equipment) to a few
hundred g's, and the frequency content to about 2000 Hz. Moreover, a shaker cannot
provide a realistic test when an important feature of the shock environment is a
large change in velocity. In these situations tests should be specified by the
method of shock response spectra,

There are times when it is especially important to directly simulate a shock
source nonstationary random process. When the damage criteria of the system being
tested are unknown or nct well known, then the test should simulate the actual
environment to maximize the equivalence between the test and the environment.
Further, when the actual environment is a nonstationary random process, sufficient
measurements are available to characterize the random process, and the transient
source characteristics are compatible with shaker capabilities, then it is advisable
to simulate the nonstationary random process.

The authors view the direct simulation of nonstationary random transient
environments in contrast to other methods for specifying "equivalent" shock tests,
as being analogous to the use of stationary random vibration testing in contrast to
swept sine testing. When their use is feasible and the application is appropriate,
the former methods are to be preferred.
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Given the feasibility of direct simulation of nonstationary random transient
environments and the widespread use of the method of shock response spectra, both
methods should be investigated further.
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HIGH VELOCITY IMPACT TESTING
OF AN
ACCIDENT RESISTANT CONTAINER
USING A
LARGE CENTRIFUGE

John R. Garcia and Richard L. Weatherbee !
Dynamics Loads and Facility Development Division 7531 ‘
Sandia National Laboratories
Albuquerque, NM 87185

An impact test technique using the 35-foot centrifuge located

in Area III at Sandia National Laboratories in Albuquerque,

New Mexico is described. An Accident Resistant Container was

thrown into a hard targec at impact velocities of up to 425

ft/s using the tangential velocity of the centrifuge. The

dynamics of motion in a curvilinear path, design i
considerations and limitations, hardware, target setup, '
release mechanism, and instrumentation are discussed.

INTRODUCTION

The Area III 35-foot centrifuge at Sandia-Albuquerque has the capability to
achieve a rotational velocity up to 15.2 rads/s, which corresponds to a maximum
tip tangential velocity of 558 ft/s (380 mph). This velocity regime (0 to 380
mph) is a convenient one for releasing test items from the moving arm into a
hard target. Test costs are relatively inexpensive when compared to other
methods of impact testing, and a multitude of tests can be performed in a short
period of time once the experiment is set up.

The impact test idea is not a new one for the 35-foot centrifuge. In the
early 1970's the centrifuge was used to release Accident Resistant Containers
(ARCs) into various hard targets at velocitles of 275 ft/s (180 mph) .1

A renewed interest in ARC designs with more stringent survivability
constraints created a need for more ARC impact testing. Th2 Trident II Warhead
Division 5153 at Sandia National Laboratories designed a new Accident Resistant
Container which required impact testing up to 425 ft/s (290 mph) into a hard
target to verify its structural and functional adequacy.

It is the purpose of this paper to describe the test parameters and
techniques of ARC impact centrifuge testing, which are substantially different
from previous ARC testing. New fixturing and different release circuitry and
mechanisms have improved the test technique. The report will also show once
again that impact testing using the 35-foot centrifuge is a feasible alternative
to other impact test techniques.
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DYNAMICS OF MOTION IN A CURVILINEAR PATH

In analyzing the ARC experimental setup, it is important to understand the

governing equations of motion as applied to ARC centrifuge testing.

The general velocity equation in vector notation and polar coordinates
(Figure 1) for a mo'ring particle in a curvilinear path is as follows:

r, = RADIAL (NORMAL) UNIT VECTOR
6, = ANGULAR UNIT VECTOR
A = MOVING PARTICLE

Figure 1. Coordinate System

Ve=rry +réf 9]
where
Vr - i

Vg = ré
= (2 2\1/2
v + .
TOT Q’r Vﬂ)

Since r is constant before the unit is released, then
Vg =0
Vg = ré.

Hence,

V=cxd oy . (2)
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In the postrelease condition, it is assumed that

Vinitial = Vtangential = ¥f ,

and therefore,
Vimpact & tf . (3)
It may be further noted that § is rotational velocity w, and therefore
impact velocity is given by
V = rou. (4)

Taking the derivative of the general velocity equation (1) gives the
acceleration components (Figure 2) in Eq (5):

h Gup e G Sam Gun cwe Sum

S}

L G P W, B Y CETD o Gy ——

0
Figure 2. Acceleration Components
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a= (f - r62)r] + (rd + 2£0)07 . (5)

Note that

,

T = Acceleration along radius in the absence of change of 4 .

r1 {-rf2 = Normal component of acceleration if r Jwere constant as in
circular motion (centrifugal accel) (0 is due to fact that
L system is rotating).

rf = Tangential acceleration which particle would have if r were
constant, but is only a part of acceleration due to
change in magnitude of Vy when r is variable (§ is zero at
01 W constant rpm)
2f= Comes from two effects:
a) change in magnitude of Vy due to change in r
L b) change in direction of Vi .

Since r is constant, both the first and second derivatives of r are zero.
Also note that at constant rpm, the second derivative of # is zero also.
Therefore, the general acceleration equation simplifies to:

a=r (§2v. (6)
Substituting w for § in Eq (6) gives

a=r (w2). (7

These two simple velocity and acceleration equations, (4) and (7), are
used as the basic design parameters for setting up the ARC experiment on the
centrifuge.

DESIGN CONSIDERATIONS

The hydraulically driven 35-fcot centrifuge has the following design
capabilities and limitations:

o Maximum Speed (faired) 15.2 rad/s (145 rpm)
¢ Maximum Speed (unfairedl) 8.4 rad/s (80 rpm)
+ Payload Limit 10,000 1b
*+ Dynamic Load Limit 450,000 G-1b
e Maximum Normal Acceleration 245 G's
(1800-1b payload @ 35 ft)
Overa1ll Length of Rotating Arm 56 ft
« Radius (center of rotation to 35.5 ft
payload bay)
e Radius {center of rotation to 20.5 ft

counter weight end)
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The ARC experiment had a design impact velocity of 425 ft/s which

corresponded to a centrifuge rotational velocity of 108 rpm.

At a 37-ft test

radius, the entire payload would see up to 148 G's before release of the test

item. At 148 G's, the dynamic load limit
payload welght to 3000 1lbs.

With the above design constraints, a
container could impact the target axially

ation on the machine limited the entire

fixture was designed such that the
, longitudinally, and at a 45° angle of

attack. The fixture also allowed the unit to rotate about its CG, so that a
normal impact would occur on the hard target (Figure 3)1.
FREE-FLIGHT ENVIRONMENT OF TEST ITEM
RELEASE POINT
PRERELEASE l POSTRELEASE
' Lo
-1 2 VP
Gy = (cg) L) Gy=9 A
\
'} - N
aT - GT V] ~ < \ \ g
Vye=o Vy =AU SOV
Y X ] o
- o ~ =~ _ -
11
-~ /l |~
Tesr ITEM AT - / / »
RADIUS R / .
CENTAIFUGE ORBIT 1
(J = ANGULAR VELOCITY
OF CENTRIFUQE \TARGET

\

Source: J. V. OHs, Impact Testing With the 35-Foot Centri-
fuge, SCDR72 0795. Albuquerque, NM: Sandia Laboratories,

December 1972.

Figure 3. Free-Flight Environment of the Test Item
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HARDWARE

ARC Unit

The 85-1b quarter-scale ARC unit was a 12.770-in.-diameter cylinder that
was ¢6.996-in. long. There were three Endevco accelerometers (model 7270A)
mounted within the main warhead cavity of the container, with one
instrumentation cable coming out the side of the canister (Figure 4). Ten feet
of instrumentation cable were wound in "accordion" style so that the cable would
not break until after impact.
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Figure 4. Quarter-Scale ARC

Centrifuge Fixture

The centrifuge variable angle fixture, (Figure 5), designed specifically
for the quarter-scale ARC, has the capability t» withstand a 220-G load with a
100-1b container mounted to it. (Reference 3, Figure 6). The customer
requested that the 60-mil-thick outer canister of the unit not be crushed under
the G load, and hence a large circular cradle with sufficient cross-sectional
area to distribute the load was designed. Note too, that a specially fabricated
4-in.-wide Kevlar strap was used to mount the canister to the cradle. The
cradle was designed such that a 3-in.-axial elongation could be preloaded into
the Kevlar strap so that it would not stretch under the G field. Also, a Holex
cable was slipped onto a 3-in.-long 0.5-in.-diameter piece of Kevlar rope which
was connected to the main Kevlar strap for release purposes. (See details of
Holexr cable cutter and release mechanism in later paragraphs.)
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Target Area

The amount of mass required to prevent the impact target from moving was
determined from an impulse-momentum relationship. Hence, an impact target
(Figure 7) consisting of a reinforced concrete block 5 X 2 X 12 ft (=18,000 1b)
faced with a steel plate 4 X 8 X 2-in. (=2600 1b) was designed to absorb the
impact loads of the ARC. Of course, the CG of the combined mass was difficult
to hit with the container, and bracing of the block was required to keep the
block from rotating after every shot.

A major concern in the target area was the rebound of the ARC into the path
of the rotating centrifuge arm. It was possible that the ARC could be "batted"
out of the 48-foot diameter bullpen which surrounds the centrifuge. Hence,
three catcher sandboxes (12 X 12 X 1 ft) were placed on the ground in front of
the impact area to absorb some of the rebound energy of the container.

High speed cameras were mounted for orthogonal views of the angle of attack
of the unit. A 2000-frames/second (fps) camera was mounted on the overhead
bridge crane structure, and a second 2000-fps camera was mounted on top of the
bullpen wall. An overall camera set at 400-fps monitored the entire impact
area. A real-time videotape tape of the event was recorded for each shot and a
videotape of impact testing is asailable.
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RELEASE MECHANISM

During previous impact testing programs in the 1970’s, a photo diode was
mounted to the base of the centrifuge structure to reference the position of the
arm to a desired release point of the test object. A signal from the photo
diode was fed to the control room in Building 6526 and to the firing circuit
mounted in the doghouse on the centrifuge arm. The photo diode signal would
energize a light emitting diode at the firing panel, in Building 6526, each time
the centrifuge arm passed the release point. Once the centrifuge system was at
the correct speed, the firing relays were energized and the photo diode would
fire the cable cutter the next time it passed the release point.

A Holex cable cutter was used to release the ARC unit in both previous
tests in the 1970’'s and in the current tests (Figure 8). The explosive
guillotine cutter used in current tests (model 2803) is designed to operate with
a 0.5-A no-fire and a 1.5-A all-fire condition. To fire the Holex cable cutter
a 28-V, 5-A power supply was used to supply the current to the cutter, and an
SCR (2N688) was used to control the switching of the firing current (Figure 9).
To maintain a safe operating procedure, the facility has developed a step-by- 4
step checklist called IMPK-CHK (see Appendix) that must be used to fire the |
release system at the centrifuge.

It should be noted that the previous ARC test parameters (1970's) were slow
enough (= 1 revolution per second, rps) to allow the operator to energize a
toggle switch between revolutions. However, the new ARC system was turning at
nearly 2 rps, and the high-speed cameras had to be started 1 revolution before
impact to allow the cameras to come up to speed before filming the impact shot.
Hence, a different method of release was designed.

To release the ARC unit at a specific location, a precise way of
determining the position of the arm was needed. To do this the incremental
shaft encoder on the centrifuge was used. This optical encoder, model number
H25E-SS-6000 made by BEI Electronics, puts out 6000 counts per revolution (* 1
count) plus one reference pulse per revolution. Note that the encoder is
normally used to determine the rotational velocity of the centrifuge while
operating. The encoder is adjustable, however, on the shaft of the centrifuge
and therefore the reference pulse can be changed to match the release point of
the ARC unit. The exact release point of the ARC unit, plus the delay time of
the Holex cable cutter, was determined and the reference point of the encoder
was adjusted to match this point. The reference pulse was then fed tc a timing
counter that was used to start the high speed cameras and to activate the firing
circuit for the Holex cable cutter. The timing counter was activated by the
facility operator when the centrifuge was at the speed requested by the test
consultants. Once the timing counter was activated, it would cause the high
speed cameras to start the first time the centrifuge arm would pass the release
point, and would activate the firing circuit for the Holex cable cutter the
second time the centrifuge arm passed the release point.

To compute the delay time in the timing system, a Nicolet high-speed
digital scope, model 2090, was used. The reference pulse, at the encoder, was
fed to one channel of the scope, and a break wire that was cut by the Holex
cable cutter was fed to the second channel. The system was activated by the
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HOLEX SERIES 2800 GUILLOTINES
DESCRILTION

The HOLEX 2800 Seriet Guillotines are small, propellant aciuated cutting devices . The unit is eledrically inv
tiated and a propellant charge drives a piston with a wedge-thaped knife through tha cable, hoso or bolt '00_-
ted in the guillotine opening. The severance of the cable, tube or bolt is clean and practically silent. The uait
does not give off shrapnel in operation, and may be fired without a cable or tube in the opening without dan-
ger of fragmentation. The HOLEX Model 2800 Guiliotines are classified as “Class C* Explosives and may be
shipped by either Air Express or Air Freight as well a1 by su-face transportation. The 2800 Series Guillotines
are a simple, reliable, efficiont and safe unit for accomplishing rapid severance of mechanical vnits.  Tho
rignificant characteristics of these units are given below.
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Figure 8. Holex Cable Cutter Data Sheet
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reference pulse, which was recorded on the first channel and the Holex cable
cutter fired which in turn cut the break wire giving & second pulse that was
recorded on the second channel., The difference in the two pulses on the scope
represented the actual delay time in the complete circuit, including the long
lead lines and the propagation time of the explosive charge in the Holex cable
cutter. This time delay turned out to be approximately 5.5 * 0.5 ms. Because
of the monetary expense involved in using an actual Holex cable cutter for
circuit time delay determination, only 5 trial runs were made. The release time
was very repeatable, but inherent noise problems, caused by the long lead lines
and the old slip rings, were or a large enough voltage amplitude to cause the
SCR to go into conduction accidently. This in turn would cause a spontaneous
firing of the Holex cable cutter. There were three such incidents in the ARC
test series. It was felt that this problem could be solved in the future by
optically coupling the timing circuit and the firing circuit.

To test the position of the release point, an audible detector was
connected to the reference pulse signal and a plumb bob was connected to the CG
of the test item. By using this system, the exact release point was located by
rotating the centrifuge (by hand) to the release point until the audible
detector sounded. After this point was located, a distance equal to the time
delay and was added in, and the new release point was shifted by this amount.

CONCLUSION

Impact testing at the centrifuge in Area III provides a convenient method
of testing the structural and functional adequacy of a consultants’ design of a
test item. This process, although not a new one, has been refined to allow
higher tangential velocities and more accurate release points. It is a
relatively inexpensive impact test method with a quick turnaround time.

A major advantage to impact testing on the centrifuge, as opposed to other
impact test environments, is that it allows the test consultants to do an
instrumentation pre-check, once at the required velocity, before actually
releasing the test unit. This would allow the consultant to abort the test
without destroying the test item. The test item must, however, meet the size,
weight, and velocity constraints mentioned within this report.

A total of 16 actual test units were impacted into the target. Some of the
16 were instrumented with accelerometers located at the center of the warhead
container, and others were thrown without accelerometers to verify the
structural design of the unit. All information from these transducers is given
in Reference 2.

The high-speed camera coverage that is available through Sandia’s
photometric division allows a detailed viewing of the events that occurred
during impact of the test item into the target area. It was noted in the films,
however, that the Holex cable cutter fired randomly in approximately 2 out of
every .0 container releases. This is due primarily to the inherent noise
probleus caused by the long lead lines and old slip rings on the 35-ft
centrifuge
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IMPK-CHK:

APPENDIX

CHECK LIST FOR IMPACT FIRING AT THE 35-FOOT CENTRIFUGE

BEFORE WIRING THE HOLEX CABLE CUTTER:

1.
. "IMPACT REMOTE FIRE PANEL" - FEY SWITCH IS OFF & ARM-SAFE

AFTER RELEASE

12.
13.

14.

"IMPACT FIRE TIMING PANEL" - POWER OFF

SWITCH IS IN "SAFE" POSITION

. 28-VOLT POWER. SUPPLY IN DOGHOUSE IS OFF
. WIRE UP CABLE CUTTER ACCORDING TO SOP #06801 8705

. TURN 28 VOLT POWER SUPPLY ON

(Note: this supplies power to the firing circuit in the
doghouse)

"IMPACT FIRE TIMING PANEL" - rOWER ON AND PUSH RED RESET
BUTTON

(Note: Energizing the "IMPACT FIRE TIMING PANEL" will
energize the 12-Vdc power supply. See schematic impact
release mechanism)

. BRING GENTRIFUGE UP TO REQUIRED R,.P.M.

. START 10 SECOND COUNT DOWN

. AT COUNT 10 - "IMPACT REMOTE FIRE PANEL" - TURN KEY SWITCH ON
. AT COUNT 1 - "IMPACT REMOTE FIRE PANEL" - ARM-SAFE SWITCH TO

"ARMII
(Note: When Key switch and toggle switches are both energized
the 12-Vdc is applied to the remote firing circuit.)

. AT COUNT 0 - ENERGIZE TOGGLE SWITCH ON TIMING BOX

(1ST REV. CAMERAS ARE TURNED ON)
(2ND REV. CUTTER IS FIRED)

"IMPACT FIRE TIMING PANEL" - POWER OFF

"IMPACT REMOTE FIRE PANEL" - KEY SWITCH IS OFF & ARM-SAFE
SWITCH IS 1IN "SAFE" POSITION

28-V POWER SUPPLY IN DOGHOUSE IS OFF
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PYROTECHNIC SHOCK DATA REDUCTION
PROCEDURES AND PROBLEMS

Harry D. Riead
General Dynamics/Convair Division
P.O. Box 85357
San Diego, CA 92138

The U/RGM-109D is a submunitions version of the
Tomahawk cruise missile. The submunitions are
protected during underwater launch by large covers
which are separated during flight by cutting the
perimeter with FLSC (flexible linear shaped
charge). A series of tests and investigations was
performed following a flight failure associated
with cover separation shock. This review presents
the data reduction procedures along with some of
the data reduction problems encountered during
these investigations.

INTRODUCTION

The U/RGM-109D is a submunitions version of the Tomahawk cruise
missile. The submunitions area of the missile is protected during
submarine launch by two large payload covers. The payload covers are
separated from the missile prior to submunition dispense by cutting the
15 foot cover perimeter with 10 grain/foot flexible linear shaped charge
(FLSC). A schematic of the missile is shown in Figure 1.

The U/RGM-109D experienced a flight failure resulting from alteration of
the guidance set memory coincident with the shock caused by payload
cover separation. A series of tests and investigations was initiated to
lower the shock levels, to isolate and eliminate the failure mechanism and
to explore other methods of preventing future flight failures.

This paper presents the data reduction procedures along with some of the

data reduction and interpretation problems encountered during the shock
reduction studies.
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Test Performance

The missile covers were separated with the missile supported by straps
from a fixture, as shown in Figure 2.

The data instrumentation and the processing procedure used for a typical
test are shown in Figures 3 and 4. Data acquisition and processing
involved the following major steps: 1) Pass the analog data through a 7
pole constant delay low pass filter (13,200 or 20,000 Hz). 2) Digitize the
data at 40,000 samples per second (maximum rate available at the time).
3) Remove any time history data preceeding the start of the event. 4)
Remove any D. C. hias by forcing the average of all remainirg data points
to zero. 5) Calculate the Q=10 spectra. Shock spectra were typically
generated using 15 to 20 ms of data following the start of the event.

Data Interpretation

Shock spectra for accelerometers located on hard structure close to the
charge typically approached straight lines with a slope of 6 to 10 dB per
octave on log-log plots (see Figure 10). A straight line with a slope of 6
dB per octave is the spectrum for a short duration impulse. Spectra for
accelerometers well removed from the charge, or on soft mounted
structure, deviated substantially from the straight line slope. Most data
processing problems occurred for accelerometers mounted on hard
structure, close to the charge, for the following reasons: 1) The high
acceleration levels at high frequencies excited accelerometer resonances
and produced frequency aliasing. 2) The high acceleration levels at high
frequencies necessitated high charge amplifier ranges. These high ranges
produced a signal to noise ratio problem at lower frequencies (lypically
below 800 Hz) where the acceleration levels are much lower.

Data interpretation and identification of trends was also complicated by

the fact that there was a typical test to test variation of up to 6 dB in the
spectra of all measurements.
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D ion_Problem

Shock data reduction problems were generally from one of the following
sources:

1) Accelerometer Resonances
2) Frequency Aliasing

3) Noise

4) Charge Amplifier Saturation
5) D. C. Shifts

Accelerometer Resonances

A shock spectrum from a Endevco 2225 MS5A accelerometer mounted on a
flat plate which is excited with detonating cord is shown in Figure 5.1
The spectrum shows a clear resonance at about 37,000 Hz. This resonance
was identified by Endevco as a resonance of the accelerometer.

Figure 6 shows the overlay of the shock spectrum of a very short duration
impulse on the spectrum of the rcsponse to the same impulse of a lightly
damped single D.O.F. oscillator tuned to 37,000 Hz. The figure shows that
there is a strong possibility that the true shock spectrum will be masked
by the resonance spectrum. This problem would be solved if the 37,000
Hz. accelerometer response could be filtered out. Figure 7 shows the
characteristics of the 7 pole constant delay (CD) low pass filters used by
General Dynamics Convair Division during data reduction. This figure
indicates thai if the filter frequency is set low enough to substantially
reduce the 37,000 !4z accelerometer resonant response, the amplitudes in
the frequency range of interest (below 10,000 Hz) will aiso be
significantly reduced. Constant amplitude (CA) filters produce a much
sharper initial roll-off but could not be used because of a tendency to
overshoot and "ring" when subjected to sharp transients. Overshoot and
ringing can be seen in the comparison of outputs from CA and CD filters to
a sample pulse in Figures 8A and 8B.

1) Courtesy Ed Whitc, McDonnell Douglas Astronautics, St. Louis, Mo.
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Frequency Aliasing

The maximum digitization rate available at Convair at the time this data
was processed was 40,000 samples per second. Prior to digitization, the
analog signal is filtered using constant delay filters with the
characteristics shown in Figure 7. Figures 9 and 10 compare shock
spectra produced using data filtered at 13,200 and 20,000 Hz with a
40,000 SPS digitization rate. Evidence of aliasing can be clearly seen in
the spectra produced using the 20,000 Hz filter. The data is aliased
because the levels induced by the accelerometer resonance (at about
37,000 Hz) contaminate the lower frequency response, in spite of being
passed through the filter. Figure 11 shows the aliasing that would result
if a 37,000 Hz constant amplitude sine wave were sampled at 40,000
samples per second. In this example the 37,000 Hz data is "aliased" to a
frequency of about 3000 Hz. The 13,200 Hz filter reduces this problem at
the expense of lowering the shock spectrum levels above about 6000 Hz.

Noise

Figure 12 compares typical shock spectra for left and right cover
separation events with spectra of noise. The noise spectra are for data
recorded on the FM tape immediately before the event and about 2 seconds
after the event. The same length of time was analyzed for the noise and
event spectra. Since the noise is not constant spectra were generally only
considered to be valid when the signal to noise ratio was 6 dB or greater.
This approach was sues to establish alower frequency limit for using the
shock spectra.

Charge Amplifier Saturation

A time histuiy and shock spectrum from a saturated charge amplifier are
shown on Figures 13 and 14. For this measurement the charge amplifier
range was +4200 G and clipping of the data is clearly evident. In many
cases, however, the charge amplifier may be saturated even though the
peaks in the final time history are well below the range of the amplifier.
This is because the low pass filter reduces the high frequency peaks and
the sampling process can miss peaks in the high frequency response.
Charge amplifier saturation was typically characterized by a step shift in
mean acceleration levels followed by a return toward zero over a period of
several millis2conds.
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D. C. Shift

An example of an unexplained D. C. shift is shown in Figure 15. The Figure
shows a shift at the beginning of the event and a second shift about 6 ms
after the start of the event. Shiits associated with charge amplifier
satur:itien typically show a return toward zero as shown in Figure i3. The
shifi.. of Figure 15, however, show no tendency to return to zero and are
of unknown origin.

Special Anaiysis Technigues

In addition to acceleration time histories and shock spectra the following
analysis procedures were found to be very useful in evaluating shock data
aradibility.

Vaiosity Time Histories

Figures 16 and 17 show a shock spectrum and acceleration time history
from an accelerometer located on hard structure close to the charge. The
shock spectrum was suspect because it was substantially higher than
spectra obtained from the same accelerometer during previous tests.
There is, however, no readily obvious problem with the accleration time
history.  Figure 18 shows the velocity time history of the same
measurement. The velocity time history was produced by trapezoical
integration of the acceleration tima history. The velocity time history
clearly shows a large velocity step at a time corresponding to a broad
acceleration spike in figure 17. Since a 200 ips velocity change of the
structure was not physically possible the measurement was discarded.
Acceleration and velocity time histories of a good measurement are shown
on Figures 19A and 19B. Velocity time histories are useful since they
exaggerate D. C. and low frequency phenomena which are not readily
visible in acceleration tima histories.

Energy Spectra

The energy spectrum Gy(f) can be approximated by

Gy(@)=2|X(@)[® [1]
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IX(w)| is the Fourier amplitude spectrum of the measured acceleration and
can be calulated by

IX(0)|=Resg(@)/o

Resg(w) is the residual shock spectrum (absolute magnitude of the peak

oscillator response after the transient is complete) for zero damping.
Note that an energy spectrum is identicai to a power spectral density
except that the energy spectrum is not divided by sample time.

The above formulation of the energy spectrum was convenient because the
spectrum could be calculated with minor modifications to the Fortran
code used to calculate shock spectra. The code used to calculate shock
spectra was based on [2]. This code calculated the residual shock
spectrum separately from the forced response spectrum. The only
modifications to the code to obtain the Fourier amplitude spectrum were
to save the residual shock spectrum terms and to divide by w.

An additional modification was made to the shock spectrum code to
produce the sums of a(t)2dt and |X(co)|2df. A check on the correctness of
the energy spectrum calculations could then be made using Parseval's
formula for integrals

[ea(t)2dt= [t at)2dt=1/2zf> |X(0)|2de.
-00 0 0

Since the energy spectra were calculated over a limited frequency range
(typically 10 to 10,000 Hz) this equation was re-written as an inequality

Jta(t)2dtx1/2xf27%10,000)x(0)|2dw.

0 2rnx10

For measurements well removed from the pyrotechnic charge the
frequency integral was only slightly smaller than the time integral since
the response at frequencies above 10,000 Hz was small. For some
measurements close to the pyrotechnic charge the time integral was
several times larger than the frequency integral. A large difference
between the time and frequency integrals was taken as an indication that
the measurement may be susceptible to the aliasing problems previously
discussed.
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Shock spectra and energy spectra for separation of a single cover and
simultaneous separation of two covers are compared in Figures 20 and 21.
While both the shock spectra and energy spectra indicate that the single
cover levels are lower overall it is difficult to quantify the difference
because of the fluctuations in the spectra.

Figure 22 shows a simplified way to present the levels and to quantify the
difference in energy between the single cover and simultaneous cover
separation events. The results in Figure 22 were produced using frequency
ranges of 100 to 300 Hz, 300 to 1000 Hz, 1000 to 3000 Hz, and 3000 to
10,000 Hz. The average energy for all three axes was then obtained for
guidance bulkhead accelerometers A011X, A012Y, and A013Z. The single
cover curve is the average of a left and right hand cover separation event.
The simultaneous covers curve is the average of two simultaneous cover
separation events.

Figure 23 shows the result that was obtained when a similar approach
was used with shock spectra. The specfra were created by averaging the
specta from three different accelerometers for two tests. Both Figures
23 and 24 indicate that an averaging over several tests and multiple
measurements is useful in yuantifying and presenting the overall effects
of system changes.
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TIME DOMAIN ANALYSIS OF PYROTECHNIC SHOCK
UTILIZING RESONANT BEAM TEST APPARATUS

Mr. Fritz Ehorn
Motorola, Inc.
Government Electronics Group

8220 E. Roosevelt St. (MD-R4246)
Scottsdale, AZ 85252

To generate pyrotechnic shock spectrums utilizing resonant beam
test apparatus, it is necessary to first impose high impulsive forces
on the test equipment and then recover the transient acceleration
time-histories at the control (test article) end of the testing device.
The calculation of the resulting shock spectrum then follows. In a
typical test laboratory this process is highly iterative in nature
before eventually "homing in" on the desired spectrum. Analytical
procedures have been successfully employed which not only aid in
tuning the resonant beam test configuration for an acceptable
output spectrum, but more importantly, also create acceleration
time-histories which compare favorably with those developed in
test. These time-histories are ultimately applied (as base
accelerations) to output from finite-eleme 1t modal models of the
electronic items under test to provide realistic predictions of phased
response during initial stages of the electronic packaging design.

Introduction

An important environmental consideration when designing certain types of
electronic equipment is the pyrotechnic shock specification normally imposed by an agency of
the Department of Defense. In general, these specifications are intended to simulate inputs
into the electronics such as could be created by the action of separation nuts, bolt cutters,
shaped linear charges, etc. These conditions often occur in the staging of rockets and
satellites. However, unlike other common dynamic environments, such as sine sweeps, random
vibration or drop shocks, there are no well established methods or implements for pyrotesting
of equipment. Normally the stipulating agency provides shock spectrum envelopes with
tolerance bands as the only data on which to base testing and pass/fail criteria. Due to the
extremely damaging nature of certain elevated shock spectrums (for example, MIL-STD-
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1540A & MIL-STD-1540B) to electronic components, the advantages of circumventing the
"trial and fix" manner of design are readily understood. The method to be outlined herein

S EL
Damper Mass
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Figure 1 - 50" Resonant Beam with Test Article and Damper Mass
Resonant Beam Test Apparatus

The analytical techniques noted above have been applied to a particular type of pyrotechnic
shock test instrument, namely, resonant beams. Figures 1 through 3 show detailed
photographs of one these typical setups. Figure 1 depicts the 1" x 7.25" x 50" aluminum
beam, the mounting plate, test object and "damper" mass. The beam is constrzined from
lateral motion via two guide plates and rests on a layer of grease over an aluminum support
block. The impact end of the beam is shown in Figure 2. The pneumatically driven 9 Ib.
steel projectile and trapezoidal pulse shaper are evident as are the two constraining shock
absorbers. Figure 3 details the test item end of the beam and indicates the tri-axial
arrangement of accelerometers near the mounting points of the test article. These
accelerometers act as controls for the measurement and verification of compliance within the
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desired spectral response tolerances.
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Figure 2 - Impact End Showing 9 1b. Projectile and Trapezoidal Pulse Shaper

The effect of the projectile impacting the shaper longitudinally takes the rough form of a
half-sine pressure pulse of variable duration and amplitude (=.3 msec and 10,000 psi) at the
beam end. The reaction of the beam structure to the many harmonics and associated waves
generated is recorded as an acceleration time-history at the control point. This record is then
employed to compute the associated shock spectrum for comparison with that specified.
Figure 4 shows a typical acceleration time-history from an actual pyroshock test and Figure §
depicts the resultant shock spectrum calculated at 1/6 octave intervals. Although the
structural response of the beam is considerably more complicated than that of a simple free-
free bar in longitudinal vibration, the predominate harmonics are still normally found and
are predicted by the relation,
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Figure 3 - Test Article Mounted on Symmetric End Plate

the length of the beam. Another relationship which wiil be shown to be significant involves
the displacement mode shapes associated with this same free-free beam. They are known to
be cosine waves of the form,

z

®(z) = d,cos n'rr; (2)
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where z is the position along the length of the beam.
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Figure 4 - Acceleration Time-History at Control Location; 50" Resonant Beam with 25 Ib.
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Figure 5 - Shock Spectrum Generated at 1/6 Octave Intervals from Time-History of Figure 4
(Q=10)

Tuning Beam Response Via Damper Masses
The judicious placement of damper masses ( 10 to 25 lbs ) has been observed in testing to aid

in the absorbtion of both kinetic and strain energy at desired frequencies and, in so doing,
allow the test operators to correctly "shape" the spectrum responses at the control point to
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within tolerance. A qualitative understanding of their effects can be gained by simply
observing plots of Equation (2) for a free-free beam as seen in Figures 6 through 9.

Although these plots are made for a theoretical free-free bar without lumped masses, the
implications are certainly valid for the somewhat more complicated apparatus described
above. The vertical axes of these four figures show a normalized displacement eigenvector vs.
position along the beam length for each of the first four beam harmonics. The first mode
shape, for example, indicates a stationary node in the middle of the beam about which the
ends vibrate in opposing directions. The effect of placing a damper weight in the center of
the beam should be negligible for that contribution of the first harmonic to the total system
response. Conversely, the second and fourth mode shapes indicate that the centrally placed
mass would be active at these frequencies. Note that in all instances, the ends of the beam
are positions of maximums for the displacement eigenvectors. Thus, damper weights situated
on the free end of a beam should have the most effect in altering the response of the test

article. This has been confirmed through experimentation and analysis.
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It has been possible (and cost effective) to predict, theoretically, the effect of changing the
configuration of the test setup with regard to the placement of "damper" masses bolted to
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the resonant beams. For example, Figure 10 shows three shock spectrums analytically
generated at the test article (control accelerometer) end with the only variation being the
position of 10 Ib. masses on a 75" long beam configuration. In general, the centrally placed
mass provided the least attenuation of response and the mass set at the impact end supplied
the most. Utilizing this theoretical information, it is possible to roughly tune a given beam
test geometry before actual testing begins. The analytical technique for creating these
theoretical results, which are plotted in Figure 10, will be described in the following sections.
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Figure 10 - Theoretical Shock Spectrum Variation with Position of 10 Ib. Damper Mass (75"
Resonant Beam Model)

Modeling and Data Extraction

Clearly, it is advantageous to be able to predict equipment reactions to these dynamic events
before the design effort is completed. Techniques employing ANSYS finite-element modal
models of actual resonant beams/test items have been developed which provide data for
running time domain simulations (in separate computer programs) of the actual pyrotechnic
event and generating the resulting responses at any point on the structures. Figures 11 and
12 show the 640 element finite-element model of a typical resonant beam structure including
a coarse simulation of the test object mass. Also, the so-called "damper" mass is indicated.
The majority of the model is constructed of 3-dimensional solid elements (3 DOF per node)
for the beam. Plate/shell elements (6 DOF per node) are used for the test article simulation
and the damper mass is attached via beam elements (6 DOF per node).
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The process first requires a modal analysis utilizing a "dummy", or artificial, displacement
spectrum of unit value for all frequencies. This spectrum is generated for

Test Article Simulation

) /]
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0
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t DPACT BEAM SIMULATION OF PYROTECHNIC SHOCK

Figure 11 - Finite-Element Model of 50" Beam Shown in Figure 1 (Test Article End Shown)

frequencies up to 10,000 hz, the typical upper limit for pyrotechnic shock spectrums. All
resultant mode shapes are expanded at each node for data recovery from an output file.

Upon completion of this computer run, interactive software developed by the author is used
to search for and extract the modal participation factors (I",.), and the fundamental
frequencies (m'.) from the binary output file, FILE09, for each mode ¢. This particular file is,
of course, unique to the ANSYS finite-element code. Also, contained within another binary
output file, FILE12, are displacement (and stress, force, etc.) mode shapes ¥ (z), in the
format,




25# Damper Mass

{ IMPACT BEAM SIMULATION OF PYROTECHNIC SHOCK

Figure 12 - Finite-Element Model of 50" Beam Shown in Figure 1 (Impact End Shown)

the participation factor for that mode it is possible to obtain the true mode shape necessary
for use in the next step. Note that these recovered mode shapes are normalized to a
generalized mass matrix set to unity within the ANSYS code. The consequence of this
extraction process is the creation of a database which is downloaded to PC’s for use outside
of ANSYS. In this application, it is tailored to allow the user to quickly run transient (or
steady-state) analyses outside of the mainframe environment of the finite-element code. Not
only are cost savings realized, but it has also been found that a much wider variety of
transient inputs can be investigated. Before further discussion of the results, a brief




description of the applicable theoretical basis will be presented.
Transient Analysis Employing Modal Superposition Methods

As stated before, the major reason for the recovery of modal data from the ANSYS files is to
utilize this data for the application of transients (in this case, a pressure pulse at the end of
the beam model) to obtain phased, time domain reactions of the beam/test object structure.
Without going into extensive derivations of the theory (sometimes referred to as generalized
coordinate response theory) at this point, note that the basic premise involves the separation
of physical coordinates into uncoupled functiions of time and position. This can be written
as,

J

{X’} = [(D,-j] {qj }, t = position; j = mode

the term ¢ being the gereralized coordinate which is a function of time. When Equation (4)
is substituted into the basic equation of motion, and the diagonalized matrices are calculated,
the following uncoupled differential equations of motion are produced for each of n modes,

n modes
{Xc} = {X‘-(z‘.,t)} = ‘Dj(x‘.)qj(t) or (4)
=1

. 2
Mg + 20, Mo + Mo,.q, = @, (5)

aTn
where for any mode n,
M = generalized mass ( normalized to 1.0 tn the ANSYS program )
o_ = natural frequency
{, = critical damping ratio (viscous)
@, = generalized forces in the following variations:

= —T,u(t) ( base acceleration; T, is the modal participation factor )
= & (z;)f(t) ( force function at a point )
k posnts

=p(t) 3 ©,(z;) AA; ( pressure function on a surface of k points )

=1
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This method allows one to predict the response of any structure which has calculated mode
shapes available. By performing numerical integration of Equation (5) at each time t, the
values of ¢, ¢, and finally, ¢, can be obtained. Then by substituting into Equation {4),

values of the true physical entities, {X,} are determined for each time step. Since these

values can be stored at every time step, it is possible to create acceleration time-histories (or
displacements, stresses, forces, etc.) at any location on the theoretical model.

Sample of Output

Figure 13 shows a plot of just such a file taken from a point on the model comparable to the
position of a control accelerometer on actual test equipment. Comparison with Figure 4
shown before indicates considerable
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Figure 13 - Acceleration Time-History (Analytical Model); 50" Resonant Beam with 25 Ib.
Damper Mass at Impact End

similarities in both amplitude and "content". From this file, shock spectrums are easily
calculated using a separate PC program. Figure 14 displays this final plot produced for
comparison with Figure 5. In reality, to achieve spectrums similar to those specified requires
several analytical iterations, mainly through small variations of pressure pulse amplitude and
duration. The duration of the pulse was noted to have the most effect on the frequency
content observed in the resulting spectral plots. Also, some variation in modal damping was




assumed in the mathematical formulation, although it was found to have less effect than
might be supposed. Generally, a value of .01 for { was found reasonable for all modes.
Mathematically, the viscous damping formulation was assumed as can be seen from Equation

(5)-

Since only the shock spectrum tolerance limits are stipulated for compliance in final testing,
and not the acceleration time-histories, it should be realized that there are obviously an
infinitely large number of acceptable spectrums and their associated time-histories. If the
actual time-histories were provided as part of the requirements, the analytical inputs into the
electronics package model would not need the creation of the beam model. Naturally, the
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Figure 14 - Shock Spectrum Generated at 1/6 Octave Intervals from Analytical
Time-History of Figure 13 (Q=10)

process would also have a very difficult time in actually matching an "exact" time-history at
the control point, which represents the input to the test article.

The ultimate use of this entire analytical process is the input of the time-history produced,
t(t), as base accelerations into detailed finite-element modal models (not shown) of
electronics packages, ideally, before any testing takes piace. This method has proven to be
quite successful in determining potential trouble areas in equipment being designed. Some of
the shock spectrum levels specified are very damaging to many of the devices mounted on
PWB’s, and contrary to commonly held beliefs, amplifications do cccur within many areas of
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typical housings. Accelerometers placed on active areas of PWB’s have confirmed the 2 to 3
amplification levels predicted by transient analyses carried out, as described herein, on certain
electronic packages.

Before detailed analysis techniques were initiated, ieaded chip carriers, lids on hermetically
sealed devices, inadequately staked capacitors, wire bonds, solder joints, and even tue
mounting feet of the entire test article have been destroyed nn various projects during the
high G, high frequency pulses initiated on the far end of the resonant beams. For example, it
has been found that just staking a component does not necessarily assure its survival. This is
because many staking compounds in common usage have very low moduli of elasticity.
Analysis has shown that epoxies with higher values of E ( 100,000+ psi ) are often required,
in order to limit delections and solder joint stresses to acceptable levels under these large
pyrotechnic shock loadings.

Conclusions

This evaluation process has been both interesting and useful. The analytical tools detailed
herein have been proven to provide cost effective simulations of actual test environments.
Iniprovements in equipment design, both on an individual basis and a generic basis have been
identified. Furthermore, after-the-fact analyses of previously failed devices have confirmed
their vulnerability to' these damaging shocks.

This method allows practically any structure to be modeled and its transient response
efficiently calculated. It would serve well in optimizing the location of sensitive equipment in
actual space bound structures given that the time-dependent nature of the inputs entered
into the overall assembly is known. Further work could be directed towards more fully
understanding and improving the accuracy of predicting the highly complicated structural
behavior of the beam/test assembly setups. Variations in mounting plate design, beam
length, optimal damper mass/placement and pulse definition are areas which need additional
analysis. Another area of interest might involve the determination of ways to attenuate the
high loads entered into test items. Constrained layer damping techniques have been
successfully incorporated into various high G environments to reduce the response of printed
wiring boards, thin panels and lightweight frame structures. In the case of typical electronic
housings, it may be possible to use some form of constrained layer damping which is an
integral part of the housing mounting arrangement. Thus, the shock loads, theoretically,
could be reduced before arriving at any electronic circuitry.
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EQUIPMENT LIMITATIONS IN PYROTECHNIC
SHOCK TESTING

John W. Rehard and John Czajkowski
National Technical Systems
20988 W. Golden Triangle Road
Saugus, CA 9135¢

As the title of our presentation indicates, we're here
to talk about one of the major issues in pyrotechnic
shock testing: 1limitations in the eguipment used to
measure, analyze, and record oxrdnance-induced
pyrotechnic shocks. And our intent is to point out
our limitations rather than deficiencies, because we
feel that there is a problem in pyrotechnic shock
testing as performed today, and the problem is not so
much the equipment as the way it is used. If our
research is correct—and everythirg that we've done so
far indicates that it is--then an overwhelning
percentage of pyrotechnic shock test data that is
being generated today is not accurate, and the error
is that the data indicates higher levels than the
hardware is actually experiencing. This means that
parts are being undertested, and with pyrotechnics
figuring so 1largely in today's technology,
undertesting is not something that we can afford to
do.

What we'd like to do, however, is to remedy the
situation, not point fingers. We are advocating that
a standard be established for pyrotechnic shock
testing, and the only way that such a standard can be
set up is if we know what we are doing right and what
we are doing wrong. That, in part, is the intent of
our presentation.

We're going to concentrate on the data acguisition
ard analysis systems, because it is in this area that
we feel most of the problems exist. Our focus will
be on the four primary components of the data
acquisition and analysis systems--acceleroneters,
tape recorders, filters, and analyzers—with specific
emphasis on the limitations of these items in a high-
level shock envirorment.
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BACKGROUND

Pyrotechnic shocks are high-level, short duration transients typically
generated by an explosion of some sort. Separation of individual stages in a
rocket or missile, for example, is accomplished by setting off a linear shaped
charge (LSC) located at the joint between the two stages. Explosive bolts
also generate pyrotechnic shocks, as do detonators, and any other ordnance
devices. The shocks generated by such devices are oscillatory transients, with
significant frequency content from 100 to 10,000 Hz—and higher, as we shall
see~~and which decay to a few percent of their maximum level in about 5 to 15
milliseconds. Peak accelerations can range into the tens of thousands of g's,
with the highest levels, as indicated on response spectra, resulting in knee
frequencies fram 1000 to 5000 Hz.

To test the effects such shocks have on equipment, a test setup is
constructed which consists of a rectangular plate, usually steel, that is
suspended either vertically or horizontally by bungee cords (see Photos 1 and
2). A length of prima cord, det cord, or ISC is cut and taped to the plate in
at least one location. The explosive is initiated by an electric detonator.
The test item is usually bolted to the center of the plate, with a triaxial
accelerometer, also bolted or welded to the plate, located as near as possible
to one of the test item mounting points. When everything is ready, the
explosive charge is initiated, causing a shock wave to propagate through the
plate to the the test item. Different shock levels can be obtained by
increasing the explosive charge, changing the location of the test item on the
plate, changing the size of the steel plate—or, as we shall see, by
manipulating certain components of the data acquisition system.

ACCELEROMETERS

Perhaps the best place to start the discussion is with accelerometers,
because it is the accelerometers which measure the levels of the applied
shocks. The basic function of the accelerometer is to convert the shock-
induced motion of the plate into an electrical signal, which is then
conditioned, amplified, recorded and analyzed. In some cases the initial
analog signal is digitized, in some cases not, depending upon the type of data
acquisition system being used.

The primary limitations found in accelerometers relate to the dynamic
range of the accelerameters and zero-shift of the accelerometer output.
(Figure 1 Real time XY plot)

The dynamic range of the accelerometer is just that: the range which the
instrument has been designed to measure. Most accelercmeters used in
pyrotechnic shock testing have a measurable acceleration range up to around
100,000 g, with frequency responses typically peaking at around 10,000 to
20,000 Hz, depending upon the type of accelerometer and its manufacturer.

The limitation as far as accelerometer dynamic range is concerned is that
most shock response spectra requicwents end at 10,000 Hz, but tests indicate
that the energy generated by the shock does not. Our research at NTS indicates
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that there is significant energy well beyond 10,000 Hz, and if there is energy
there is a correspordirg change in the response spectrum, either in terms oZ
actual data or in terms of the shock's exciting the resonance fregquency of the
accelerometer. If the accelerometer resonates, its signal is modified,
resulting in inaccurate data.

The second limitaiton applicable to accelerometers is zero-shift, which is
a shift in the accelerometer output from the zero reference point. 2 lot of
speculation surrounds the zero-shift phenomenon, with proposed causes ranging
from a short-duration "pre-pulse" transient to electronic problems such as
amplifier overload. The important point, however, is that it does exist, and
it affects the response spectrum which is generated from the accelerometer
output. High-pass filters are often used in the data acquisition system to
avoid zero-shift, but this treats the symptom, not the cause. Filters, as a
matter of fact, can be yet another cause of bad data, and will be discussed a
little later in this presentation.

Ancther limitation which is related to the accelerometer but which is
usually attributed to charge amplifiers is saturation of the charge amplifer,
which is caused by an excessively high input signal from the accelerometers.
The high input signal usually results from the accelerometer's resonant
frequency being excited by the applied shock. The effect on the data can be
tremendous, with differences up to 20 dB being noted when different charge
amplifiers were compared.

TAPE RECORDERS

We all know that FM tape recorders are essential to data acguisition, both
in terms of capturing data so that it can be reduced at a later date and in
terms of maintaining a record of the data. Like all instruments, however, tape
recorders have limitations, and as with all data acquisition system components
being discussed in this presentation, the recorder limitations can
significantely affect the data generated for a typical protechnic shock test.

The two tape recorder features that are important te our discussion are
the input parameters accepted by the tape recorders and the speed at which the
data are recorded.

As we've implied several times in our discussion, there is much about
pyrotechnic shock testing that we just don't know: What is the optimm
frequency range to use for data acquisition, for example, or how dependable is
the accelerometer's frequency response at very high frequencies? For tape
recorders, what the recorder does with high-level, short-duration transients is
the concern. Some of the data obtained, for example, indicate that the
recorders get saturated due to extremely high input voltages, some of which are
on the order of 7.0 volts peak (normal is 1-to-2 volts rms). When voltage such
as this reach the recorder, the recorder will clip the signal amplltude,
resulting in a distorted signal and thus erroneous data. Measures to minimize
the distortion, such as automatic gain control (AGC) circuitry, can generate
additional problems, since their settings also influence the signal from the
accelerometer. What's worse, the data clipping may be hidden by the limited
frequency response of the amplifier, which may spread the resulting wave over
time while reducing the apparent magnitude of the signal.
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A related concern for tape recorders is the signal-to-noise ratio of the
input signal. Wnen the accelerometers used for data acquisition are set for a
particular dynamic range--say, 500,000 g's—-this influences the effective noise
floor of the data, since the tape recorder acquires the noise floor of the
accelerometer system. Using the 50,000 g range for the accelerometer as an
example, the recorder noise floor becomes 500 g's, assuming a dynamic range of
aroord 40 dB for the recorder. When the data are reduced to shock response
spectra, what will actually be represented are data below about 1000 Hz that
are contaminated by noise. Once again, the result is erronecus data that will
appear to be good data.

As to tape speed, this is important because cf the frequency response of
the recorder versus the frequency response of the recorded data: The tape
needs to run at very high speeds in order to record the data with even a
reasonable degree of accuracy. What we've found at NTS is that data takea off
tape can be drastically different from the realtime data, with inter-modulation
within the frequency range in some cases even altering the original waveshape
of the accelerometer signal. This is in addition to the amplitude clipping
which takes place if the input voltage is too high.

FILTERS

Filtering is one of the major issues in pyrotechnic shock testing--next to
analyzers, in fact, filters appear to be one of the causes of erroneocus data
generated by today's pyroshock analysis systens.

For the most part, filtering is a necessary evil: Tape recorders
effectively function as low-pass filters, some accelerometers contain integral
charge amplifiers that contain a high-pass filtering element, and so on. No
instrument can accommodate an infinite bandwidth, so filtering is something
that we had all better be prepared to live with.

our concern, however, is not the filtering effects which are legitimate
limitations of the instruments we have to use to perform cur tests; what does
concern us is the deliberate use-—-or miseuse-—of filters to manipulate data,
whether to make the data fit a customer requirement or to conceal distortions
such as zero-shift.

In a paper entitled "Questionable Effects of Shock Data Filtering," Paul
Strauss of Rocketdyne gives an excellent example of the misuse of filters, in
his case high-pass filters. He describes the effects of two high-pass filters,
one a 20 Hz filter and the other a 200 Hz filter, on a typical shock time
history which he simulated electronically. He points out, for example, that
the 20 Hz filter noticeably "improved" the response spectrum for the simulated
shock, bring it closer to the required spectrum; the 200 Hz filter brought the
response spectrum within spec—very close, in fact, to the requirement. He
felt that since "in spec" is all most custamers need to be satisfied with the
test, most people would choose the 200 Hz filter to use in the data acquisition
system

Not satisfied with this, however, Strauss and his colleagues decided to
find out why the presence of a particular filter had such a profound effect on
the data. What he found was that simply adding a 200 Hz high-~pass filter in
the system added a sinusoid to the data signal, causing a shift in the time
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history and a corresponding shift in the response spectrum. He also found that
he could not reverse the process--that is, he could not get back to the
original signal, no matter what he did. His overall conclusion was that
"filtering by itself, the way we are using it today in most of our test labs,
is not giving us a clear signal and a clean idea of what is really happening
mechanically."

And we could not agree more. We at NTS have done our own testing to
determine the effects of filtering, primarily the effects of the anti-aliasing
used in many digital data acquisition systems. What we found supports what
others have said before us: filtering tends to distort data. In one of our
tests, for example, we paralleled a signal so that the signal was recorded in
both the filtered and the unfiltered mode. What we found when we compared the
two outputs was that the filtered signal tended to exhibit a resonance at some
point whereas the unfiltered signal did not. If there hadn't been an
unfiltered version of the signal available for comparison, you understand, we
probably would have assumed that there was a resonance in the system, rather
than the response of the filter, which is what it was. We then would have let
the filter response be analyzed as part of the original data signal, ending up
with a response spectrum which locked good but meant little in terms of
representing a true test condition. Many of the filters we tested exhibited
the same phenomenon--"ringing" at a certain frequency--causing us to seriously
question the use of separate filters at all in a pyroshock system. See Figures
2,3, 4:5,6,7, 8 and 9. Unfiltered, 10K Hz filters - Khron-Hite, Kemo, and
TTE (4 each Real Time and SRS plots).

A few more words about filters and then we'll move on to analyzers, which
is the last item we'd like to talk about before we open things up for
discussion.

A problem which keeps coming up in a digital data acguisition system—-and
one which we'll discuss in more detail in a few moments—-is aliasing. As most
of you know, allasmg is a phenomenon which occurs when there are higher
frequency components in the signal spectrum which cause a false signal, or
"alias," to become a part of the analyzed data. Aliasing is a function of the
data sampl:mg rate in a digital system, which is why we'll explore it in more
detail in the analyzer section of this presentation.

The reason we're mentioning it now is that the usual way of minimizing~-if
not ellmlnatlng-—allasmg errors is with special low-pass filters,
appropriately called "anti-aliasing filters." Digital systems typically fllter
the data before it is digitized (to filter the wwanted data from the original
analog signal) and then after the data has been re-converted back to an analog
51gnal (to "smooth out" the digitized data, so that the signal looks more like
the original waveform, rather than a step function). We've already discussed
same of the potentially harmful aspects of filtering—it tends to distort data
by altering the 51gnal essentialy any way you want it to--but the reason we're
reiterating the idea is because anti-aliasing filters are an integral part of
most digital systems and we believe that a lot of pyroshock data being
generated today is in fact distorted. 2nd the distortion shows up as a higher
level than is actually obtained.

Antl-allasmg filters treat one problem and cause another: They may
minimize aliasing errors, but they also serve to change the data sig.al by 1)
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attenuating the hicher frequencies which, although they contribute to aliasing,
contain significant spectral information and 2) by potentially introducing
additional errors to the data (the "ringing" effect described earlier). As we
shall see in a moment, another way to minimize aliasing errors is to increase
the sampling rate of the data acquisition system, and though this introduces
yet another set of potential errors, it seems to us the better of the two
alternatives.

ANALYZERS

The analyzer is perhaps the most important piece of equipment in the data
acquisition system, and we've saved it for last because we feel that it is the
analyzer--or, rather, the way the analyzer is used--that is mmmmle for a
lot of bad data. Accelerameters can be inproperly ranged or give questionable
outputs; tape recorders can be saturated so that the recorded data at best only
faintly resembles the actual signal; and filters can be improperly used so that
they can distort the data almost beyond reccgnition.

Analyzers, however, can alter data literally by the pressing of a button
or the turn of a knob, and we feel that this is what is happening in our
industry today--unintentionally, perhaps, but still happening.

There are primarily two types of analyzers: analog and digital. We could
spend hours describing the differences, but the basic difference—and the one
that is most important to use here—is that analog analyzers retain the
original analog signal as it was output from the transducer, performing
whatever analysis they perform on this analog signal; if the signal is output
realtime, it is analyzed realtime. Digital analyzers, on the other hand,
digitize the data, which means that they sample it at discrete intervals and
convert the information to digits (numbers). They analyze it in digital form,
then convert it back to its original analog form.

In terms of errors and limitations, both types of analyzers are limited by
the data acquisition system components which precede them in the system: the
accelerometers, filters, etc. In terms of specific limitations, however, we
can sum these up as follows:

ANAIOG ANALYZERS
1. Very susceptible to envirormental influences such as
noise, so that immunity to noise is a function of
system resolution and signal level
2. Susceptible to drift (temperature).
3. Limited Dynamic Range (50-55 db).
DIGITAL ANALYZERS

1. Effectiveness is a function of sampling rate
(digitizing speed)

2. Potential errors in the software algorithms.
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3. Iack of understanding by user.

In short, analcg analyzers are extremely dependent upon signal level,
which can introduce significant error even if there is only minimal sigual
distortion, and digital analyzers are extremely dependent upon the specified
data sarpling rate.

Our main concern is with the digital systems, because we feel that they
reflect the state-of-the-art and because many of the large testing
laboratories--NiS included—use digital systems for data acquisition in
pyroshock. The area of irterest is the digitizing rate, because this one
function can mean a difference of several thousand g's on a response spectrum,
usually because of aliasing.

We brought up aliasing a little while ago, so we'll just expand on it a
little more to clarify our point. Digitizing is basically a two-step process,
the first step being quantization and the second being sampling. Quantization
is the assigmment of a particular mumerical value to a particular parameter of
the signal being digitized: the peak of 7 sign wave may be assigned a value of
#2," while two equidistant points that ai : on the slopes of the sine wave may
be assigned a value of "1."

Sampling is the rate at which discrete data samples are taken fram the
continuous analog signal supplied by the transducer. Various rules of thumb
exist to determine the sampling rate: "The sampling rate should be at least
twice the frequency of the highest spectral conponent” is one rule, though many
equlpnent manufacturers recommend five-to-ten times now. If the sampling rate
is insufficient, however, frequency components greater than half the sampling
rate will be folded back or aliased into the frequency range being examined.
If you're analyzing a 160 Hz sine wave, for example, using a sampling rate of
200 samples per second, you will get an aliasing error: the 160 Hz sine wave
will fold back around what is called the Nyquist frequency, which is equal to
one~half the sampling rate. The spectrum for the 160 Hz sine wave will fold
around the 100 Hz freguency mark, back to a value of 60 Hz. ‘The 160 Hz sine
way will thus appear at 40 Hz (100 Hz - 60 Hz).

What this all means is that the sampling process can actually create a
false signal. Because the false signal contributes energy to the initial
measurerment, and because the energy from the false signal is indistinguishable
from the energy contributed by the true signal, the data is amplified, and the
analyzer sees a higher input signal. The amplitude of the response spectrum is
increased accordingly, resulting in a higher apparent test level.

We have actually proven this in the laboratory by adjusting the sampling
rate for a actual shock input signal and then plotting the resuits as time
histories and response spectra. The results were at the very least
interesting: we could get acceleration levels that varied by as much as 20 dB
fram the same input transient. See Figures 10 through 15 for 3 time histories
of sanple rates; 1.2 m Hz, 600K Hz, 300 K Hz and Shock Response Spectrums.

Part of the problem, we feel, is that people don't always know all the

in's ard out's of digital systems —and as Paul Strauss stated in his paper,
everyone is happy if the results are in spec.
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Shock Response Spectrum
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At this point in the technology, all we can do is pose questions, and hope
that the answers are forthcoming. There are, of course, ways to avoi¢ aliasing
errors——filtering, as described earlier, or increasing the Qigitizing rate--but
each brings about addditional limitations, and each can introduce ancther type
of error (we've already discussed filtering errors, and increasing the sampling
rate significantly brings about a greater possibility of error due tco data
slew-rate or settling-time restrictions).

CONCLUSTION

Which brings us back to where we started: we need a set of standards
covering such things as filtering, sampling rates, instrument ranges and
accuracies, etc.--much like what has been done with vibration and classical
shock testing over the years. What we want to avoid is having two
laboratories, for exanmple, performing exactly the same test and one 1lab
generating a response spectrum with an amplitude of 20,000 g's and the other
lab generating only a 12,000 g spectrum. NIS is a service organization, and
the last thing we want to do is tell a customer that we can't meet his
specification--particularly if WXYZ Iaboratories can meet it with little or no
problem. Granted, pyroshock testing is not known for its repeatability, and
there will always be some difference in the data. But the fact still remains
that the customer sees the end, not the means, and if he or *.. =202 a response
spectrum that meets the specification, he or she will pr¢ ..., .- * -+ tion the
data. Until the part fails in flight, kecause it was = =+ | on the
ground.

We solicit your comments.

TEST EQUIPMENT USED

TYFPE MFG. MODEL
Accelerometer Endevco 2225M5A
Accelerometer PCB 305A

Data Acquisition/Analyzer GHL TRIAD II E
Anmplifiei Endevco 2740B
Power Supply PCB 483A07
Sheck Spectrum Analyzer Spectral Dynamics SD320
Oscilloscope Nicolet 3091

Tape Recorder Honeywell 101
Filter Kemo 1100/IU/32
Filter Khron-Hite 3342
Filter TTE IT9-10K
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SHOCK RESPONSE SPECTRUM ANOMALIES WHICH
OCCUR DUE TO IMPERFECTIONS IN THE DATA

R. Glenn Bell and Neil T. Davie

Experimental Mechanics Department
Sandia National Laboratories
P.O. Box 5800
Albuquerque, NM 87185

Shock response spectra are widely used in analysis,
design and qualification of components and systems that
are subjected to shock environments. The integrity of
the data being used to generate the shock response
spectrum is very important. Any inaccuracy such as a
spurious spike or a zero shift in the data can have a
significant impact on the spectrum. Manipulations of the
data, decimation of data, or digital filtering, can also
have a definite impact on the shock response spectrum.
The degree of influence of the error 1is not always
apparent. The effects of these errors on the generation
of shock response spectra is shown for an absolute
acceleration spectrum. The awareness of these possible
errors is shown to require an understanding of the shock
spectrum algorithm and knowledge of the effects of signal
processing.

INTRODUCTION

An essential problem in the design or analysis of structures and
equipment subjected to hostile environments such as shock or vibration, is
its response to base motion. Since its introduction in the 1940's [1,2,3]},
the shock response spectrum (SRS) has provided a method of quantifying the
effect that a specified input has on a structure. A SRS is a plot of the
peak response of a series of single-degree-of-freedom (SDOF) systems to a
given excitation with respect to the natural frequency of the SDOF system.
The single-degree-of-freedom system consists of a rigid mass attached to a
base by a massless linear spring and a viscous damper as shown in Figure 1.

This work was sponsored by the U. S. Department of Energy under Contract No.
DE-AC04-76-DP00789, .
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The peak response of the SDOF system is usually described in three
ways. The peak response can be the maximum p.-itive, the maximum negative,
or the maximum absolute value of the response. The time at which the peak
response occurs can also be defined in several ways. Typically, the peak
response is evaluated during either the primary response (during the input
excitation), the residual response (during the free vibration), or the
overall response (both primary and residual). The SRS used in the paper is
the maximum absolute, overall response which is commonly called the maximax
SRS.

Many different solution techniques are available to solve the
differential equations describing the SDOF system for the peak response
needed to produce the SRS. Two popular solution techniques are used in this
paper: a recursive digital filter method (RDF) [4,5] and the Fox-Goodwin
method (FGM) [6,7]. The RDF method uses a digital recursive filter to
simulate the SDOF system. The FGM method is a variation of a Newmark
numerical integration routine which solves the classical e<quation of motion
for a SDOF system. The differences in the SRS for the two solution methods
(FGM and RDF) are usually negligible, therefore no distinction between the
methods will be made except when the differences are significant.

Modern data acquisition systems have advanced to the point where even a
novice user can easily acquire, digitize, and analyze data without any basic
understanding of the analog, digital, or software limitations of the system.
Likewise, the calculation of the SRS has become so commonplace that a user
does not need to have any knowledge of the limitations of the algorithm.
These limitations can have a profound impact on the SRS if they are
exceeded. It is appropriate to first briefly review some common limitations
of a data acquisition system. Analytically generated data will then be used
to evaluate different anomalies that may occur in a SRS dve to either the
limitations in the data acquisition system or the SRS algorithm. The
effects on the SKS will be illustrated by examples in the following
sections: 1) the problem associated with an insufficient sample rate; 2) the
effects of different filters; 3) the unexpected effects filters can have on
the SRS; and 4) problems due to errors in the data.

ANALGG SYSTEM RESPONSE AND ITS LIMITATIONS

The front end of a typical data acquisition system consists of various
pieces of analog signal conditioning equipment such as amplifiers, anti-
aliasing filters, and data recorders. For the data to be properly
interpreted, it is essential to know the amplitude and phase response of
this analog system as it is connected for a particular application. This
response is usually dominated by a single piece of equipment. As an
example, consider the frequency response function of an analog system
containing an eight pole Butterworth lowpass filter as shown in Figure 2.
Assume that the response of the entire analog system is that of the filter.
This would be the case if the rest of the system had a flat amplitude and a
linear phase response to frequencies from 0 to well bevond the cutoff
frequency of the filter. The amplitude response of the filter consists of
three regions; a passband (0<f<fac) in which the signal amplitude remains
essentially unchanged, a transition band (fac<f<fs) in which the signal is
only partially attenuated, and a stopband (Z>fs) in which the signal is
completely attenuated., Note that the passband does not extend out to the -
3dB filter cutoff Icequency (fc), which is the frequency normally referenced
when specifying a filter. The phase response of the tilter consists of two
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frequency regions; a linear band (f<fpc), and a non-linear band (f>fpc). In
this example the passband will be defined as having a unity amplitude within
5%; the stopband will be defined as being less than 1% amplitude gain, while
the linear phase band will be defined as less than a 5 degree deviation from
the initial slope of the phase response. It is well known that a linear
phase filter causes a time delay in the signal without distortion. A non-
linear phase filter produces a time delay which is a function of frequency,
causing signal distortion [8]. For a sigral to pass through the analog
system without distortion, it must have rrequency content only in the
passband and only in the linear phase band. Note that in this example, the
filter response is limited by its phase response and not its amplitude
response, (i.e., fpc<fac). 1If the signal has significant frequency content
in the transition band or non-linear phase band the desired filter effects
will not be achieved. Such distortions may cause significant errors in
subsequent shock spectrum calculations. These distortions could be removed
with digital processing techniques if the amplitude and phase responses were
available. Unfortunately, these characteristics are rarely known. Both the
lack of a basic understanding of the analog system being used to collect the
data, and the inadequate characterization of the frequency content of the
signal may cause undetectable distortions that result in bad data being
reported as good.

INSUFFICIENT SAMPLE RATE

The calculation of shock spectrum is a very computational intensive
process. One way to minimize calculation time is to decrease the number of
points in a data set. 1In order to minimize the number of points, the signal
can be either initiaily sampled at a winimum rate, or decimated at some
later time. Performing either operation without th®e proper precautions, can
result in a sample rate (SR) which is insufficient to produce an accurate
SRS. This problem will be shown in the following examples. Analog signals
ars usually digitized to facilitaie their analysis in the computer. The
basic limitation of the digital signal is the Sampling Theorem which states
that the signal must be sampled at a rate greater than twice the highest
frequency contained in the signal [9]. If this theorem is violated,
aliasing occurs, i.e., frequencies greater than SR/2 (Nyquist frequency)
wil]l be manifested as frequencies less than SR/2. The usual way to prevent
aliasing is to apply an analog lowpass filter such that SR/2 is in the
stopband of the filter. A common mistake is to assume that the -3dB filter
cutoff frequency (fc) is the start of the stopband, and that equating fc to
SR/2 will provide protection from aliasing. Examination of Figure 2 shows
why this is not true.

Once the signal has been digitized without aliasing, the data may be
accurately processed to provide information such as a SRS. However, the
authors have observed that some computer algorithms being used for these
calculations implement decimation subroutines to reduce the time required to
process the data. This has the same effect as digitizing the data at a
lower SR. Therefore, the data nust be digitally filtered prior to
decimation with the appropriate lowpass filter to prevent aliasing du¢ to
the decimation.

Aliasing also causes gross errors in shock spectrum calculations.
Figure 3 shows an acceleration versus time plot of a 20 millisecond wvhite
noise pulse that has been filtered with a 0.1 to 2 KHz bandpass filter. The
sampling theorem requires that this signal be sampled at a rate greater than
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Riz. Figvis 4 shows two shock spectra which have been calculated for this
signal; one was calculated from data sampled at 100 KHz (no aliasing); the
other was calculated from data sampled at 2 KHz (aliasing). Note that
aliasing tas caused severe errors over the entire frequency range of the
shock spectrum. Fortunately aliasing is easily prevented with the proper
use of anti-aliasing filters or by not decimating data without first using
appropriate digital filters.

In addition to the problem of aliasing, the accuracy of both algorithms
can be affected by the sample rate. A good "rule-of- thumb" that is
typically followed is for the SR to be greater than 10*f where f is the
larger of 1) the highest frequency in the input data or 2) the highest
frequency to be calculated in the SRS. As previously noted, the SR must bz
adequate to define the frequency content of the data. The accuracy of both
the RDF and FGM algorithm diminishes as the SR is decreased. The FGM
algorithm can even go unstable. The Fox-Goodwin algorithm method is
conditionally stable for SR > 2.57*f [6]. The RDF method is unconditionally
stable, however the accuracy can be greatly affected by numerical errors
caused by an insufficient sample rate.

In order to perform a direct comparison of the effects of the sample
rate on the accuracy of the SRS, the 0.1 to 2 KHz noise signal was used
(SR=100000) . The signal was decimated at various rates to lower vhe SR.
The accuracy of both algorithms was acceptabie for sample rates above 20K
which corresponds to a SR that is 10 times the highest frequency (i.e., 2
KHz) in the data. For the RDF method shown in Figure 5, the accuracy
decreased for SR less than 2CK, while the FGM method shown in Figure 6
proved to have acceptable accuracy for SR as low as 10K. The SR of 10K
corresponded to only 5 times the highest frequency in the data, thus the FGM
method can be used to generate a reasonably accurate SRS using a much
smaller sample rate.

Figure 7 shows the SRS for both solution methods sampl.d at 4K, which
sets the Nyquist frequency equal to the highest frequency in the data. This
is the minimum SR allowed without causing significant errors due to
aliasing. The stability cordition for the FGM method is violated, and the
SRS values calculated approach infinity at theo higher frequencies.
Unfortunately, their is no definite warning for the RD¥ method that the SR
was too small since it remained stable. The resulting SRS in Figure 7 for
the RDF method looks reasonable, but its accuracy at the higher frequencies
is poor.

A comparison of SRS computation speed of the two algorithms was
performed. The FGM method proved to be 2% faster than the RDF method in
generating an accurate SRS since it can be run with half the sample rate.
Comparisons of the two methods using equal sample rates showed that the RDF
method is 22% faster than the FGM method.

EFFECTS OF DIFFERENT TYPES CF FILTERS

Data are routinely passed either through a lowpass analog or a lowpass
digital filter. Two commonly used filters are the Butterworth filter and
the Chebyshev filter. The Butterworth filters, like the one shown in Figure
2, are characterized by a smooth power gain function having maximum flatness
in both the nassband and the stopband region and a reasonably sharp cutoff.
By allowing a ripple in either the passband or the stopband a sharper
rolloff can be achieved in the Chebychev filter. Some of the flatness of
~he Butterworch filter has been sacrificed in the Chebychev filter for a
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sharper rolloff of the filter. Both the Butterworth and the Chebychev
filters exhibit non-linear phase response in their passbands. When post
processing data with digital filters, the non-linearity can be eliminated by
forward and reserve filtering data which results in a zero phase shift for
all frequencies [10].

Figure 8 shows the SRS of the 0.1 to 2 KHz white noise digitally
filtered with a Butterworth and a Chebychev filter with cutoff frequencies
of 1 KHz. The differences in the amplitude and phase response of the
filters produce noticeable differences in the SRS. Variations in the SRS
occur for all frequencies. The sharper rolloff of the Chebychev filter is
also evident in the SRS at the cutoff frequency. The slower rolloff of the
Butterworth filter partially filters some of the data below the 1 KHz cutoff
frequency, thus lowering the response of the SRS near the cutoff frequency.

These non-linear phase filters can cause distortions in the data which
result in errors in the SRS. Figure 9 shows the SRS of the white noise
filtered by a non-linear phase and by a zero phase Butterworth filter.
Slight differences in the SRS occur at all of the frequencies, however, the
most noticeable difference occurs near the cutoff frequency. The non-linear
effect increases if the data are lowpass filtered at a lower cutoff
frequency as shown in Figure 10. 1In this case, the variations in the SRS
are more pronounced for all of the frequencies, and are especially
pronounced near the cutoff frequency.

The time delay that a non-linear phase filter (such as the Butterworth
filter) exhibits can present some additional problems for a digital filter
that are not present in an analog filter [10]). If the data set to be
filtered does not have sufficient zeros following the signal, the trailing
end of the signal will be moved cut of the time window, thus truncating some
of the data. If the data are then reverse filtered to produce a zero phase
filter, the resulting data are inaccurate because of the previous
truncation. The resulting SRS generated from data that are truncated for
e¢ither a non-linear or a zero phase filter is shown in Figure 11 to be
appreciably different from SRS generated from the non-truncated data (i.e.,
the record having enough trailing zeros). Truncation will also occur when a
negative time shift is produced by the reverse filter if not enough zeros
are on the leading edge of the data. It is important to note that the
amount of the time delay increases with an increase in the number of filter
sections and a decrease in the cutoff frequency.

COMMON FILTERING MISCONCEPTICNS

Filters can also adversely affect the shock spectrum if we fail to
completely understand the total effect of the filter on the data. Data that
are experimentally collected may contain high frequency elements that are
not desired. A digital filter is then applied to remove the higher
frequencies. The resulting signal is assumed to be void of any of the
effects of the high frequency signal and the SRS of this signal is assumed
to be the same as for a signal that never contained any of the higher
frequencies. Unfortunately, this is not true, since the high frequency
portion of the signal may contain low frequency components. This is due to
the fact that a particular frequency in a finite duration signal is not
completely contained at that exact frequency, but parts of the frequency are
spread over the entire frequency range. This phenomenon is commonly
referred to as leakage [9]. Thus, the low frequency portion of a signal
contains not only the low frequencies but portions of the higher frequencies
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as well. This high frequency influence is very important in the development
of analytical simulations. Comparison of data from analysis and experiments
are made in order to refine an analytical model. The analytically generated
data usually model only the lower frequency modes of the structure and are
therefore void of any of the high frequency modes. On the other hand, the
experimentally collected data are filtered to remove the unwanted high
frequencies to facilitate a comparison with the mocdel. Therefore, the
analytical model that results from this comparison may be inaccurate.

In order to demonstrate this effect, a signal shown in Figure 12 was
analytically generated containing various sequences of equal amplitude
decaying sinusoids that were superimposed on each other. Three distinct
frequency ranges were used in the signal: 0.3 to 0.6 KHz, 1.2 to 1.5 KHz,
and 1.8 to 2.0 KHz. A second signal (shown in Figure 13) was also generated
that contained the exact same sinusoids as the 0.3 to 0.6 KHz range in the
first signal. The SRS of the second signal ripresents the results of the
first signal without the influence of the higher frequencies. For this
example, imagine that the first signal is the experimentally measured data,
and that the second signal is the result of an analytical model which makes
no attempt to model frequencies above 1 KHz.

The first signal was filtered at two different cutoff frequencies using
a zero phase Butterworth filter. Figure 14 shows that the SRS of the
filtered signals are not exactly the same as the SRS generated from signal 2
(i.e. the desired results). It is interesting to note that the amplitudss
of the low frequency portion of the SRS are exactly the same for both of the
filters. 1In Figure 15 it can be seen that the SRS for unfiltered signal 1
and the filtered signal 1 are exactly the same in the low frequency range.
Even though the higher frequencies have been filtered, the influence of the
higher frequencies on the lower frequencies remains unchanged. This is due
to the fact that a Butterworth filter is designed tb be flat in the passband
region (i.e., power gain of unity), such that all the frequencies below the
cutoff frequency will remain unchanged. This effect is evident in Figure 16
were the Fourier transforms of the filtered signal 1 are exactly the same
for the passband region for the unfiltered signal 1. The high frequency
influence (i.e., spreading of the frequencies) is alsv evident in Figure 16
where the magnitude of the Fourier transform for signal 1 is slightly higher
than signal 2 in the low frequency region.

The cutoff frequency selection can also make a difference in the SRS.
The¢ cutoff frequency should be selectad such that the frequency content of
the signal to be filtered is in the stopband region of the filter. The
frequencies that are in the transitional region will not be completely
attenuated, and they can still have some influence on the SRS as shown in
Figure 14. This is evident by the second hump that exists in the SRS
gerierated with data filtered at 1.1 KHz that does not exist in the SRS of
the data filtered at .9 KHz. The location of the transitional band is
defined by the cutoff frequency that is specified. The si:.e of the
transitional region is dependent on the rolloff rate of the filter at the
cutoff frequency. A sharper rolloff will have a smaller frequency range
defining the transition region than a filter that has a slower rolloff like
the Butterworth filter shown in Figure 17. The power content of the
frequencies in the transitional region will be attenuated more in a filter
with a sharp rolloff as opposed to a filter with the same cutoff frequency
but a slower rolloff.
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EFFECTS DUE TO ERRONEQOUS DaTA

Occasionally signals are contaminated with high amplitude very short

duration spikes. These spikes can be caused by numerous sources such as
cable slap, the actuation of solenoids in the vicinity of the data
acquisition system, power line noise, etc. When recorded on a wide band

data system, these spikes are usually quite apparent, as seen in Figure 18
which shows a 25 G, 60 microsec. spike superimposed on the white noise data
used in previous examples. If however the data has been filtered with a 3
KHz lowpass filter for example, the spike is almost indistinguishable from
the real data as shown in Figure 19. Figure 20 shows the shock spectra
calculated from the uncontaminated data, the unfiltered spike contaminated
data, and the filtered contaminated data. Both the unfiltered, and filtered
spike data have severe errors in their shock spectra. Particularly note
that errors in the low frequency region are not improved with the use of the
3 KHz filter even though the spike has significant frequency content well
above 3 KHz.

DC shifts can occur in measured data for a variety of reasons which
will not discussed in this paper [1l]. The effect of small DC shifts on
shock spectrum calculations can be seen by adding a 0.35 G shift to the
white noise signal used in previous examples. The resulting signal is shown
in Figure 21 where the shift ~2-urs at 0.0025 sec. and continues for the
remainder of the signal duration. The shock spectra for the shifted and

unshifted data are compared in Figure 22. Note that most of the error
created by the shift occurs at low frequencies, and the error at higher
frequencies is negligible. Fortunately, this type of error is easily

detected by observing that the signal does not return to zero, and by noting
the nearly "flat" shock spectrum response at low frequencies.

Occasionally transient DC shifts occur durihg the measured transient
with no noticeable shift remaining at the end of the signal. To examine the
effect of this type of shift, a series of 0.35 G DC shifts (3 positive
alternated with 3 negative) were superimposed on the white noise signal as
shown in Figure 23. The shock spectra for the shifted and unshifted data
are compared in Figure 24. Unlike the constant offset in the preceding
example, this transient offset cannot be detected in the data record or in
the shock spectrum without some information about the unshifted data. Such
information is usually not available unless previous unshifted measurements
had been made of the same or similar signal.

CONCLUSION

It has been shown that if data are acquired at too low a sample rate,
inaccuracies in the shock spectrum will occur due to either the numerical
limitation of the solution routines or to aliasing errors. Different types
of filters have also been shown to produce slightly different results in the
shock spectrum. An understanding of digital filtering is crucial to cthe
proper interpretation of the shock spectrum. Digital filter algorithms that
allow truncation of the data produce substantial errors in the shock
spectrum. In addition, the rolloff rate and width of the transitional
region of a digital filter can have a definite influence on the shape of the
shock spectrum. Components of frequencies in the transitional band may
affect the shock spectrum if they have not been attenuated sufficiently. It
has also been shown that even though the high frequency component of a
signal has been filtered, it still has some influence on the remaining
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frequency content of the signal. This fact can have a great impact on the
use of shock spectrum in design, where analytical data are compared to
experimental data that have been filtered. Experimentally collected data
are not always perfect and a zero shift or spurious spike may exist in the
data in addition to background noise. The presence of these anomalies is
not always apparent, and the effect on the shock spectrum =an be major.
Filtering of the data is not goin; to remove the bad portion of the data but
may act to cover up its existence. Other steps must be taken to identify
and remove the errors in the data.

The calculation of SRS cannot be done with a black box into which data
are placed and a SRS comes out, A knowledge of the data aquisition
technique must be implemented in order to assure the best possible data.
Likewise, an understanding of the shock spectrum calculation algorithm is
needed to prevent any gross errors in the SRS. Not all the problems with
data aquisition and SRS generation can be avoided, but with some engineering
judgement, the number of problems can be minimized such that the SRS can be
an effective engineering tool.
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A FOURIER TRANSFORM FOR ALMOST ANY NUMBER
OF DATA POINTS WITH REASONABLE RUN-TIMES

Mr. James (Jay) B. Cheek
DEPARTMENT OF THE ARMY
Waterways Experiment Station, Corps of Engineers
P.O. Box 631
Vicksburg, MS 39180-0631

This paper presents an "almost" solution to a problem in
transformations from the time domain to the frequency
domain. It describes a previously published transformation
procedure that has no constraint on the sample size (the
number of data points). The procedure is quite useful when
working with previously sampled discrete data (from shock,
earthquake, blast, etc.), because the time span can be set
to the value best suited to the analysis without concern for
the sample size. The cost for this flexibility is a very
long run—-time for some sample sizes. This paper presents
criteria for making minor adjustments to the sample size
(hence, an "almost" solution) in order to get a reasonable
run-time.

BACKGROUND

Suffice it to say that progress in dynamic analysis is, in many respects, tied
to the ability to quickly transform data from the time domain to the frequency
domain. Today, most of the computer-based work of this nature is performed with the
Fast Fourier Transform (FFT) developed by Cooley and Tukey (CT-FFT). Although it is
fast, it is restricted in that the sample size (number of points) must be an
integral power of two.

One can hardly call this a restriction when we consider the FFT's long history
of extensive use. Many analysts find it imposes no difficulty; they simply adjust
their sampling criteria. However, those who work with data streams taken at
previously established time ¢ .tervals (from shock, earthquake, blast, e%c) are not
so fortunate. Often, the ti.. span (window) they wish to examine does not contain
the required number of points. To overcome this difficulty, analysts adjust the
data by various means in order to meet the number-of-points requirement while
preserving the desired time window. Does this adjustment process degrade the
analysis? Perhaps, but the question is unimportant if an adjustment is not
necessary.

AN FFT FOR ANY NUMBER OF DATA POINTS
We now see a need in some quarters for an FFT that can transform any sample
size. Such an FFT was developed by Glassman (G-FFT) and reported by Warren

E. Ferguson, Jr., of the U.S. Army Mathematics Research Center in Technical Summary
Report 2029 dated 1979. Having been available for quite some time, it is
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interesting to note the sparse reference to G-FFT. Perhaps the limited use is
related to the seemingly unpredictable run-times of the G-FFT on various sample
sizes.

Our initial experience with the G-FFT brought out the fact that a minor change
in the sample size caused a mejor change in run-time. For example, changing from
4,080 points to 4,078 points causes the run-time to increase from 2.2 seconds to 169
seconds. This is most undesirable. It is particularly vexing for the personal
computer user who is waiting (not so patiently) for instant results.

Subsequent investigation proved that predicting run-time is a simple task.
Run-time is a function of the sum (S) of the prime factors of the sample size (N)
and the number (M) of prime factors of N. A program for calculating S and M aids
the analyst in making minor adjustments to the sample size (hence, the time window)
in order to process the data in a reasonable amount of time.

This paper discusses the basis for the run-time estimator and the improvement
obtained by adjusting N. It shows that the G-FFT can be effectively used for almost
any sample size and that the run-time factor (the ratio of the G-FFT run time to
that of the CT-FFT) will be less than 3. We believe this greater run-time is an
affordable overhead charge for the increased capability offered by the G-FFT to
applications in dynamic analysis.

ESTIMATING RUN-TIME IN G-FFT

This discussion shows why N, M, and 5 establish the run-time of the G-FFT.
what follows are the nested "DO" loops that control the processing in subroutine
"GLASMN".

DO 110 IB=1, B
DO 100 JCR = 2, C
c *kxk* Inner loop calculationsg **x*x
100 CONTINUE
110 CONTINUE
120 CONTINUE
130 CONTINUE

In order to determine the run-time of nested "DO" loops like those shown above,
we must know the time required to do the calculations in the innermost loop (TI) and
the time to do the bookkeeping (TB) and minor calculations each time a loop is
exercised. When TI is large compared to TB (which it is in this program), the
parameters that control run-time are those that determine the number of times (K)
the inner loop is cycled.

The three outer locps cycle C, A, and B times each, respectively. Unlike the
outer loops (which begin with one), the inner loop begins with two. Therefore, each
time it is invoked it will cycle C minus one times. The following expression gives
the total .mmber of inner ioop calculations,

K=C*A*B* (C-1) (1)
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what remains is to determine how A, B, and C relate to N. This is accomplished
by examining the following lines from subroutine "FFT".

120A=C *A
D0O130C=2,B
IF (MOD(B,C) .EQ. 0) GO TO 140
130 CONTINUE
140B~=B /C
CALL GLASMN(», B, C, U, WORK, INVRS)

GO TO 120

‘the process begins with A and C set to one and B set to N. The "DO" loop finds
the smallest prime factor of B and places it in C. At statement 140, the newly
found prime factor is removed from B. Those values (A, B, and C) are sent to the
"GLASMN" subroutine where they control the number of times the inner loop is cycled.
Upon returning from "GLASMN", the program does some end-of-task calculations and
loops back to statement 120. This time it calculates A as the product of the prime
factors of N that have thus far been processed by subroutine "GLASMN". The "DO"
loop once again finds the smallest prime factor of B. The new prime is removed from
B and the values are sent to subroutine "GLASMN".

Adith this process in mind, look now at what is actually being provided in A, B,
and C at any step in the solution process. Variable C contains the newly found
prime factor of B (note that a list of the C values found thus far is an ascending
order list of the prime factors of N). Variable A contains the product of the
previously found prime factors of N. Variable B contains the product of all of the
prime factors of N that remain to be found.

B=N/ (A *C) (2)
Substituting eq. 2 in eq. 1 gives the expression below.
K=N* (C~-1) (3)

Here we see N is one of the run-time parameters that does not change during
successive calls to "GLASMN". On the other hand, C will not be the same for
successive calls (unless there are repeated prime factors in N). Therefore, M
values of ~ will be used, each of which causes the inner loop to cycle C minus one
times. Consequently, the inner loop will cycle the previously mentioned sum (S) of
the prime factors of N (ie, the sum of the C values) less M (since one is subtracted
from C at each of the M cycles). The following equation gives an estimate of the
run time (T), where Z is the computer dependent scale factor.

T=N*(S-HM) %2 (4)

ADJUSTING SAMPLE SIZE TO REDUCE RUN-TIME

If a minor adjustment to the sample size is allowable, then the criteria for
adjusting N is to choose a value such that the sum of its prime factors is small.
Conversely, the worst choice for N is a prime. It is interesting to observe that
the Cooley Tukey FFT requires that N be an integral power of two. For that case the
sum of the prime factors is lower and the number of factors is larger than those of
any number between the next lower or higher integral power of two.
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Having presented an equation for estimating run-time, we turn now to consider
just how much latitude, with respect to sample size, that equation offers. In other
words, just how far apart are the sample sizes that offer reasonable run-time? The
answer is, quite close. To illustrate this fact, we offer the results presented in
Table 1 and Table 2. Each table presents two sequences of twenty sample sizes in
ascending numerical order. Esch sequence starts at a different initial value (total
of four, twenty point sequesce.). For each sample value, the table shows the number
of prime factors of the sample value, the sum of those factors, and the relative
s, ed. The relative speed is the run-time calculated for the sample size value
divided by the run-time calculated for the sample size of 4096 (the twelfth power of
two). By this means we illustrate the price paid in increased run-time as the
chosen sample departs from the optimum value.

The starting points were selected to :llustrate the reference sample (4096) in
the series starting at 4090; show that series starting at 6000 and 7321 also have
good sample size choices; and show the speed at the next integral power of two
(8192) in the series starting at 8185.

Table 1 Relative Speed at 4090-4109 and 6000-6019 Points

SAMPLE PRIME FACTORS RELATIVE SAMPLE PRIME FACTORS RELATIVE

SIZE NUMBER SUM SPEED SIZE NUMBER SUM SPEED
4090 3 316 34.366 6000 8 —26 2.197
4091 1 4091 340.417 6001 2 370 44.929
4092 5 49 3.663 6002 2 3003 366.455
4093 1 4093 340.750 6003 4 58 6.595
4094 3 114 9.245 6004 4 102 11.971
4095 5 31 2.166 6005 2 1206 147.095
4096 12 24 1.000 6006 5 36 3.788
4097 2 258 21.339 6007 1 6007 734.010
4098 3 688 57.111 6008 4 757 92.042
4099 1 4099 341.750 6009 2 2006 244.996
4100 5 55 4.171 6010 3 608 73.976
4101 2 1370 114.139 6011 1 6011 734.988
4102 3 302 24.953 6012 5 177 21.038
4103 2 384 31.888 6013 2 866 105.697
4104 7 34 2.254 6014 3 130 15.539
4105 2 826 68.818 6015 3 409 49.684
4106 2 2055 171.501 6016 8 61 6.487
4107 3 77 6.183 6017 2 558 68.063
4108 4 96 7.689 6018 4 81 9.428
4109 2 594 49.490 6019 2 476 58.045

Note the occurrence of one or more prime numbers (number of factors is one) in
each of the twenty point sequences. Some may be surprised at how frequently primes
occur. This illustrates the high likelihood of making a bad choice for th~ sample
size and the rather minor adjustment needed to make a good choice. Just what
constitutes a good choice depends on the application. If fast run-time is vital,
then the choices are restricted to sample sizes giving relative speds less than
ten. If the time window is critical, then a shift of three or four points causes
only a very small change in the window and avoids a ten to one-hundred fold increase
in run time.
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Table 2 Relative Speed at 7321-7340 and 8185-8204 Points

SAMPLE PRIME FACTORS RELATIVE SAMPLE PRIME FACTORS RELATIVE
SIZE NUMBER SUM SPEED SIZE NUMBER SUM SPEED
7321 I 7327 1090.286 1642 273.100
7322 3 532 78.803 8186 2 4095 681.667
7323 2 2444 363.826 8187 2 2732 454.722
7324 3 1835 272.981 8188 4 116 18.658
7325 3 303 44.708 8189 2 450 74.639
7326 5 56 7.601 8190 6 33 4.499
7327 2 448 66.484 8191 1 8191 1364.833
7328 6 239 34,738 8192 13 26 2.167
7329 3 359 53.083 8193 2 2734 455.389
7330 3 740 109.908 8194 3 260 42.844
7331 1 7331 1093.266 8195 3 165 27.010
7332 5 67 9.249 8196 4 690 114.389
7333 1 7333 1093.863 8197 2 1178 196.120
7334 3 214 31.483 8198 2 4101 683.667
7335 4 174 25,369 8199 3 917 152.464
7336 5 144 20.746 8200 6 57 8.508
7337 3 63 8.956 8201 2 198 32.703
7338 3 1228 182.883 8202 3 1372 228.445
7339 2 220 32.550 8203 2 644 107.144
7340 4 376 55.552 8204 4 304 50.073

CALCULATING THE RUN-TIME ESTIMATE

A subroutine to calculate the number and sum of the prime factors along with
the run-time estimate is presented in Table 3. A lot of advanced work is being done
on procedures for calculating prime factors of large numbers.
a simple procedure is presented in Table 4 for finding the prime factors of values

less than 44,521.

For this application,

Table 3 Calculating the Rua-Time Estimate

SUBROUTINE SUMPF(N, ISUM, NF, RTE)

C SUM (ISUM) THE PRIME FACTORS OF THE NUMBER (N), COUNT
C THE NUMBER OF SUCH FACTORS (NF) AND CALC THE RUN-TIME
C ESTIMATE (RTE). JAY CHEEK, SAG, SMD, SL, WES, 7 APR. 1988

C
LOGICAL ENDFTR
c
ISUM = 0
NF = 0

CALL SETNUM(N)
100 CALL PRIMEF(IPF, ENDFTR)

ISUM = IPF + ISUM
NF = NF + 1

C QUIT IF ALL PRIME FACTORS HAVE BEEN FOUND)
IF (.NOT. ENDFTR) GO TO 100
RTE = N * (ISUM - NF)
RETURN
END
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Table 4 Calculating Prime Factors of a Small Number

SUBROUTINE PRIMEF(IPF, ENDF)
FIND THE NEXT PRIME FACTOR OF NN.
JAY CHEEK, SMD, SL, WES, FEB 1981, JAN 1983, JULY 1988

QOO0

DIMENSION IPRIME(46)

LOGICAL ENDF, NP

DATA IPRIME/2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37,

& 4, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97,

& l01, 103, 107, 109, 113, 127, 131, 137, 139, 149, 151,
& 157, 163, 167, 173, 179, 181, 191, 193, 197, 199/,

& MAXN/44520/, NP/.TRUE./

an

ERROR IF NUMBER TO FACTOR HAS NOT BEEN SET
IF (NP) STOP ’'PRIMEF: NO NUMBER TO FACTOR’
LOOK FOR THE NEXT PRIME FACTOR.
100 IPF = IPRIME(I)
IQ = NN / IPF
LR = NN - LQ * IPF
C 1IPF IS A FACTOR IF THE REMAINDER (LR) IS ZERO
IF (LR .EQ. 0) GO TO 110
I=1I+1
IF (LQ .GT. IPF) GO TO 100
THE INITIAL NUMBER IS A PRIME
IPF = NN
110 NN = NN / IPF
IF (NN .EQ. 1) NP = .TRUE,
ENDF = NP
RETURN

(@]

0

an

SET THE NUMBER TO FACTOR
ENTRY SETNUM(IPF)
NN = IPF

C TEST FOR IPF WITHIN RANGE OF THIS ROUTINE.

IF (NN .GT. MAXN .OR. NN .LE. 1)

& STOP ’SETNUM: NUMBER OUT OF RANGE'’

NP = .FALSE.

I=1

RETURN

END
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SHOCK SPECTRUM FOR CLASSES OF EXCITATIONS
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A method is presented by which the least and most favorable
shock spectra can be estimated for incompletely prescribed
input. Such bounds on spectra are useful in assessing shock
severity. The method is based on a game theory formulation
and utilizes linear programming for numerical results. A
comparison with theory is provided.

INTRODUCTION

The problem of determining the peak response of linear structures subject to
deterministically characterized., incompletely defined input has been considered
only rarely in the past e., [1-5]. The present work addresses the problem of
computing the shock response spectra when the input is not fully prescribed.

The goal of this effort is to provide a procedure for estimating the maximum
and the least favorable possible shock spectra for an excitation function which is
deterministic, but not completely defined. These spectra are useful in assessing
shock severity and potential damage.

Several methods are available for calculating the shock response spectrum for
prescribed excitations [6,7]. Numerical calculations are normally employed for
general input functions. To deal with input functions that are not fully
prescribed, a linear programming technique is utilized here.

The upper and lower bounds on the shock spectra for classes of excitations are
a useful tool for two reasons:

1. For the test engineer to use when judging the potential severity of the
uncertainty of the environment that hardware may encounter during a mission

profile.
2. For designers in estimating the most severe cases for stress-strergth
considerations.

LINEAR PROGRAMMING FORMULATION

Suppose the class of inputs, shown in Fig. 1, with nothing bein& said about the
probability of occurrence, can be represented by

£ j=1,2,3,..] (1)
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where j is the time value, f is the applied force (excitation), fL is the lower

bound (lower envelope) of the excitation, and fU is the upper bound of the
excitation.
The task is to find a single~valued excitation function fj' j=12,3..]

within these limits that maximizes (worst disturbance), or minimizes (best
disturbance), a peak response such as acceleration, velocity, or displacement of a
single-degree-of-freedom (SDOF) system (Fig. 2). The governing equation of the SDOF
system is

" .

L2
u + 2§wnu T WU = f/m (2)

where © = vV k/m is the natural frequency, { = c/2wn is the damping ratio, u is

the displacement, and m is the oscillator mass
Rewrite Equation (2) in matrix notation as a set of two equations of first
order

w= [Alu+(B]f 3)

where u(t) is a two-dimensional state vector, and [A] and [B] are constant

coefficient matrices represented by

[A]=[o 1}
~-k/m -c/m

]

The solution of Equation (3) in a piecewise constant interval is

u(eg,;) = [61 u(ey) + [H] [B] £(t)  §=1.2....] (4)

[B]

At
where [G] = e{A]At, [H] =°f e[A]tdt. and At is the time step.

Equation {4) provides the response of uic uscillator as a linear function of the
excitation.

Worst Case
The worst disturbance analysis is to find

j=1,2....] (5)

and the corresponding fj that satisfies constraiats of the type given in Equation

(1). The function fj that generates ¢% can be found by maximizing u(tj) at several
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time pgints (ti) in the interval O<ti<T. wvhere T may be greater then t:J. The
maximum of these peaks u(t 1) is then the maximum possible u(tm). where t is that
t g wnen the peak response occurs. In the case of a linear SDOF this is a simple

linear programming problem, since the objective function (displacement, velocity or
acceleration) is linear in the loading.

Linear programming codes are standard items in many scientific software
libraries.

Best Case
The best disturbance is a game theory problem of finding
Min Max u{t))
£,0t, 9
J

and the corresponding excitation function f j that satisfies Equation (1).

j=12....] (6)

The min-max formulation is somewhat complicated. References [1-3] provide a review
of the problem. Define ¢ such that

¢ = Max “("j) j=1,2..] (7)
or equivalently
lu(tj)l <o j=12....... J (8)

Then the mathematical programming statement of the problem becomes:

Find f i’ subject to prescribed constraints (1), such that
¢ is minimized and Iu(tj)l < for j=1,2..... J

As in the max-max case, the problem is linear because the response u(t J) can be
computed as a linear function of the loading f j (Equation 4). The objective
function § of Equation (7) is entered into the constraint set as

-+ u(tj) <0

9
—¢—u(tj)<0 ®

and ¢ becomes the J+1*® unknown, with J unknowns f i

SHOCK RESPONSE SPECTRUM

The traditional shoc!: upectrum is defined as the maximum response of a linear
second order system to a Shosls excitation, recorded as a function of the natural
frequency of the system. i€ shock response spectrum for incompletely prescribed
input is defined in the same way, i.e., the spectrum consists of all maximum
responses for a linear SDOF. However, for each frequency, responses corresponding
to the min-max and max-max excitations are obtained.
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Figure 1 shows the upper and lower tounds for a particular permissiole force.
Figures 3 and 4 compare the force trajectories (worst disturbance) associated with
two diverse frequencies for the max-max problem. Figure 3 presents results for a
relatively nigh frequency, for which 7/T = 3.5, where T is the period of the
responding system and T is the input duration (Fig. 1). Figure 4 shows a typical
response for a lower frequency (/T = 0.3). The force trajectory results for low
and high frequency are quite different. For the low frequency case the :irajectory
follows reasonably close to the bounds; for the high frequency case the trajectory
moves often between the upper and the lower bounds with a frequency that is related
to the natural frequency of the resonator.

The response in the low frequency case does not vary significantly from the
nominal (Fig. 5). However the response in the high frequency range does vary from
the nominal. This behavior is to be expected asz the system becomes stiffer.

Figures 6 and 7 show similar results for the high and low frequencies for the
min-max problem. It is interesting to note that in the max-max problem for the low
frequency case the force trajectory moves first on the lower bound and then
switches to follow the upper bound, while in the min-max case it starts with the
upper bound and later changes to the lower bound.

The shock response spectrum (accelera“ion) for the input of Fig. 1 is given in
Fig. 7. The central curve is the traditional shock spectrum belonging to the

nominal force function {(fU+fL)/2}. A plot of the percentage divergence from the
nominal spectrum (Equation 10) is given in Fig. 8.

S/ Snominal -1 (10)
vhere S is the shock spectra of the max-max or min-max problem, and S is tho
nominal

nominal shock spectra.

Figure 9 shows the peak excitation ratios, i.e., the value of the input peak
in the max-max to the peak input of the nominal function.

It is of interest to multiply the max-max (min-max) spectrum for each
frequency with the force ratio associated with that frequency

n
[S/Snominal ][fpeak / fpeak] -1 (11)

n .
vhere f ) is the peak input associated with the nominal force and fpeak is the

peak input in the max-max or min-max case.

Figure 10 shows the normalized amplification spectra (Equation 11) which is
due to the incompletely prescribed input. Note that in the region 7/T>3 the
amplification reaches 100-500 %.

THEORETICAL VERIFICATION FOR THE MAX-MAX PROBLEM

Reference [4] developed a theoretical approach to estimate the peak resonator
response, equivalent to a simple version of the max-max problem presented here, for
a class of excitations defined by a "mirror image" about the time axis definition
of a particular excitation force. The zpproach is based on an impulse response of
an oscillator, convoluted with the input function while using Schwarz’s inequality.
The results of this reference verify a special case of the max-max problem of this
paper. Figure 11 shows results in the time domain for fixed frequency 7/T = 3.5,
vhile Figure 12 compares the shock spectra resulting from the theoretical and the
Jinear programming approaches.
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